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ABSTRACT
In this paper we present a new set-valued Lagrange multiplier theorem for constrained convex set-valued optimization problems. We introduce the novel concept of Lagrange process. This concept is a natural extension of the classical concept of Lagrange multiplier where the conventional notion of linear continuous operator is replaced by the concept of closed convex process, its set-valued analogue. The behaviour of this new Lagrange multiplier based on a process is shown to be particularly appropriate for some types of proper minimal points and, in general, when it has a bounded base.
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1. Introduction and Main Results

The Lagrange multipliers theorem is the most classic theoretical instrument, and the first one from the historical point of view, to solve constrained optimization problems. In fact, Lagrange multipliers play a crucial role in the study of constrained optimization as they provide a natural connection between constrained and their corresponding unconstrained optimization problems. Originally, Lagrange formulated his rule for the optimization of a real-valued function under equality restrictions. Since then, numerous research works have generalized this approach. In particular, Lagrange multipliers have been used in vector optimization by different authors and from different points of view. For example, in [1], Götz and Jahn extended the Lagrange multiplier rule to set-valued constrained optimization problems using the contingent epiderivative as differentiability notion. Later, in [2], Zheng and Ng provided generalized Lagrange multiplier rules as necessary optimality conditions in constrained multiobjective optimization problems making use of coderivatives and normal cones. Coderivatives are also used in [3] (together with Clarke’s normal cones) in order to establish Lagrange multiplier rules for super efficiency optimality conditions of constrained multiobjective optimization problems. The bibliography on the matter is wide and we refer the reader...
to [4–13] for a sample of papers related to the subject. In this work, we investigate an abstract convex vector optimization problem with inequality constraints. For such a problem, we formulate a new set-valued Lagrange multiplier rule where the role traditionally played by linear continuous operators is played now by closed convex processes (their natural set-valued analogues, see [14, Chapter 2]). The novel concept of Lagrange process introduced here is a natural extension of the classical concept of Lagrange multiplier and seems to be specially fitting for vector programming. Let us note that in vector programming the set of optimal points arises naturally as a non-singleton set and the use of processes, set-valued maps after all, makes it easier to deal with. However, the idea of using set-valued maps as Lagrangian multipliers is not entirely new. For example, in [15] the authors defined a set-valued Lagrangian multiplier for a vector problem as the negative conjugate of a perturbation set-valued map. On the other hand, the use of set-valued maps as dual variables has also been carried out successfully with interesting results. For example, in [16,17] a new concept of Legendre-Fenchel conjugate is developed giving rise to a new Fenchel-Rockafellar duality type. Some additional results following this enquiry line can be found in [18] and [19, Chapter 4].

Next, we state a theorem which summarizes the main results obtained in the paper. It contains the above mentioned Lagrange multiplier rule based on processes and provides three optimality criteria. The undefined notions in the statement are the known standards commonly used in the related literature. In any case, the reader will find the corresponding definitions in the subsequent sections.

**Theorem 1.1.** Let $X$, $Y$, and $Z$ be normed spaces such that $Y$ and $Z$ are ordered by the corresponding cones $Y_+$ and $Z_+$, both having non-empty interior. Take a convex set $\Omega \subset X$, maps $f : \Omega \to Y$ and $g : \Omega \to Z$ such that $f$ is $Y_+$-convex and $g$ is $Z_+$-convex. Assume the existence of $x_1 \in \Omega$ such that $-g(x_1)$ belongs to the interior of $Z_+$. Then for every $y_0 = f(x_0) \in f(\Omega)$ such that $g(x_0) \leq 0$, there exists a closed convex process $L_{y_0} : Z \rightrightarrows Y$ such that if $y_0$ is a minimal point of the program

$$\text{Min } f(x) \text{ such that } x \in \Omega, \ g(x) \leq 0, \quad (P(0))$$

then $y_0$ is a weak minimal point of the (set-valued) program

$$\text{Min } f(x) + L_{y_0}(g(x)) \text{ such that } x \in \Omega. \quad (D_{L_{y_0}})$$

In addition, we have the following

(i) $y_0$ is a minimal point of $(P(0))$ if and only if $y_0$ is a minimal point of $(D_{L_{y_0}})$, provided either $Y_+ \setminus \{0\}$ is open or the cone $\text{Graph}(L_{y_0})$ has a bounded base,

(ii) $y_0$ is a positive (resp. Hening global, Hening) minimal point of $(P(0))$ if and only if $y_0$ is a positive (resp. Hening global, Hening) minimal point of $(D_{L_{y_0}})$, provided $Y_+$ is pointed,

(iii) $y_0$ is a super efficient point of $(P(0))$ if and only if $y_0$ is a super efficient minimal point of $(D_{L_{y_0}})$, provided $Y_+$ has a bounded base.

In order to make the paper easier to read, we have split Theorem 1.1 into several results stated and proved separately along the text. Namely, the first part in Theorem 1.1 corresponds to Theorem 4.3 (i) –stated in Section 4–, Theorem 1.1 (i) corresponds to Corollary 4.5 and Theorem 5.1 (resp. for the first and the second condition at the very end in statement (i)) –stated resp. in Sections 4 and 5–, and finally Theorem 1.1 (ii)
and (iii) correspond to Theorem 5.5—stated in Section 5—.

The paper is organized as follows. Section 2 is devoted to recall some basic definitions and facts dealing with set-valued maps and ordered vector spaces. Section 3 is dedicated to the construction of the new Lagrange multiplier. In such a section, and after some technical results, Definition 3.7 introduces the novel concept of Lagrange process ($L_{y_0}$ in Theorem 1.1), and associated to it, Definition 3.8 sets its corresponding unconstrained optimization problem ($(L_{y_0})$ in Theorem 1.1). After that, Definition 3.9 introduces the notion of (set-valued) Lagrange multiplier. Section 4 is devoted to derive some optimality conditions based on a generalized set-valued multiplier rule. Theorem 4.3 (i) provides the necessary optimality condition claimed in the first part of Theorem 1.1. Besides, Theorem 4.3 (ii) and Corollary 4.5 provide two sufficient optimality conditions. Section 5 focuses on sufficient optimality conditions. We discuss two approaches. The first one is Theorem 5.1, which is based on geometrical aspects of the Lagrange process (it corresponds to Theorem 1.1 (i)). The other approach is Theorem 5.5, which is specific for some types of proper efficiency (it corresponds to Theorem 1.1 (ii), (iii)). Finally, in Section 6 we adapt the results obtained in sections 3, 4, and 5 to a set-valued optimization problem. As a consequence, we increase the range of applicability of the approach made in this paper. This adaptation is straightforward, reason for which we omit the corresponding proofs.

2. Preliminaries and Notations

We begin this section recalling some basic definitions and facts dealing with set-valued maps and ordered vector spaces that we will use throughout the paper. Let $\mathbb{R}_+$ be the set of nonnegative real numbers and $Y$ a normed space. A nonempty convex subset $K \subset Y$ is called a cone if $\alpha K \subset K$, for all $\alpha \in \mathbb{R}_+$. Let $Z$ be another normed space, a set-valued map $L : Z \rightrightarrows Y$ is characterized by its graph, which is defined by $\text{Graph}(L) := \{(z, y) \in Z \times Y : y \in L(z)\}$. According to [14, Definition 2.1.1], a set-valued map $L : Z \rightrightarrows Y$ is called a process (resp. linear process) if $\text{Graph}(L)$ is a cone (resp. a vector subspace) and it is said to be convex (resp. closed) if $\text{Graph}(L)$ is a convex (resp. closed) set. Let $Y_+ \subset Y$ be a cone, the order on $Y$ given by $Y_+$ is defined as $y_1 \leq y_2$ if and only if $y_2 - y_1 \in Y_+$ for all $y_1, y_2 \in Y$; in such a case $Y$ is said to be an ordered normed space and $Y_+$ is called the order cone on $Y$. In this context a set-valued map $F : Z \rightrightarrows Y$ is said to be $Y_+$-convex if its epigraph, $\text{epi}(F) := \{(z, y) \in Z \times Y : y \in F(z) + Y_+\}$, is convex. This definition also applies for conventional point-to-point maps just taking single-valued maps. We denote by $\text{Int} Y_+$ the interior of $Y_+$ in $Y$. We write $y_1 < y_2$ if and only if $y_2 - y_1 \in \text{Int} Y_+$ for all $y_1, y_2 \in Y$. Let us fix now a set $A \subset Y$ and some $a \in A$. It is said that $a$ is a minimal point of $A$, written $a \in \text{Min}(A)$, if $A \cap (a - Y_+) = a + Y_+$. It is immediate to check that if $Y_+$ is pointed (i.e., $Y_+ \cap (-Y_+) = \{0\}$), then $a \in \text{Min}(A)$ if and only if $A \cap (a - Y_+) = \{a\}$.

In case $\text{Int} Y_+ \neq \emptyset$, we say that $a \in A$ is a weak minimal point of $A$, written $a \in \text{WMin}(A)$, if $A \cap (a - \text{Int} Y_+) = \emptyset$. It is clear that $\text{Min}(A) \subset \text{WMin}(A)$ and, if $Y_+ \setminus \{0\}$ is open, then $\text{WMin}(A) = \text{Min}(A)$.

Here and subsequently we consider the following. Normed spaces $X$, $Y$, and $Z$ such that $Y$ and $Z$ are ordered by the corresponding order cones $Y_+$ and $Z_+$. We assume that both cones have non-empty interior. We fix a convex set $\Omega \subset X$ and two maps $f : \Omega \to Y$ and $g : \Omega \to Z$ such that $f$ is $Y_+$-convex (i.e., $\lambda f(u) + (1 - \lambda) f(v) - f(\lambda u + (1 - \lambda)v) \in Y_+$, $\forall \lambda \in [0,1], u, v \in \Omega$) and $g$ is $Z_+$-convex (i.e., $\lambda g(u) + (1 - \lambda) g(v) - g(\lambda u + (1 - \lambda)v) \in Z_+$, $\forall \lambda \in [0,1], u, v \in \Omega$). Now, we consider
the program

\[ \text{Min } f(x) \text{ such that } x \in \Omega, \ g(x) \leq z, \quad (P(z)) \]

for every \( z \in \mathbb{Z} \). In this framework, fixed \( z \in \mathbb{Z} \), we say that \( x_z \in \{ x \in \Omega : g(x) \leq z \} \) is a minimal solution of \((P(z))\) if \( f(x_z) \in \text{Min}(\{ f(x) : x \in \Omega, \ g(x) \leq z \}) \), in this case we say that \( f(x_z) \) is a minimal point of \((P(z))\). Similarly, \( x_z \in \{ x \in \Omega : g(x) \leq z \} \) is said to be a weak minimal solution of \((P(z))\) if \( f(x_z) \in \text{WMin}(\{ f(x) : x \in \Omega, \ g(x) \leq z \}) \), in this case \( f(x_z) \) is said to be a weak minimal point of \((P(z))\). Associated to the program \((P(z))\) we consider the following set-valued maps: \( \Lambda : Z \rightrightarrows X \) defined by \( \Lambda(z) := \{ x : x \in \Omega, \ g(x) \leq z \} \) –the feasible set–, and \( W : Z \rightrightarrows Y \) defined by \( W(z) := f(\Lambda(z)) \) –the image under \( f \) of the feasible set–, and \( W_{Y_+} : Z \rightrightarrows Y \) defined by \( W_{Y_+}(z) := W(z) + Y_+ \) –the corresponding “upper image” of the feasible set–.

### 3. The Set-valued Lagrange Process

The objective in this section is to introduce the novel set-valued concept of Lagrange process \((L_{y_0} \) in Theorem 1.1), the cornerstone of the paper. As shown in Theorem 1.1, this new Lagrange multiplier is a natural set-valued extension of the conventional concept of Lagrange multiplier for scalar convex programming. Before defining it, we will provide some necessary technical results. Here and subsequently we will use the following notation. Fixed \((z_0, y_0) \in Z \times Y \) and \( \epsilon > 0 \), we write \( B((z_0, y_0), \epsilon) = \{ (z, y) \in Z \times Y : \| z - z_0 \| Z + \| y - y_0 \| Y < \epsilon \} \), being \( \| \cdot \| Z \) the norm on \( Z \) and \( \| \cdot \| Y \) the norm on \( Y \).

**Lemma 3.1.** Let us fix \((z, y) \in Z \times Y \) and \( \epsilon > 0 \). The following statements hold.

1. If \( B((z, y), \epsilon) \subseteq \text{Graph}(W_{Y_+}) \), then \( B((z^*, y^*), \epsilon) \subseteq \text{Graph}(W_{Y_+}) \), \( \forall (z^*, y^*) \in (z, y) + Z_+ \times Y_+ \). In particular, \((z, y) \in \text{Graph}(W_{Y_+}) \) implies \((z, y) + Z_+ \times Y_+ \subseteq \text{Graph}(W_{Y_+}) \).

2. \( \text{Graph}(W_{Y_+}) \subseteq Z \times Y \) is a convex set.

**Proof.** It is easily seen that

\[
\text{Graph}(W_{Y_+}) = \{(g(x) + z_+, f(x) + y_+) : x \in \Omega, y_+ \in Y_+, z_+ \in Z_+ \}.
\]

Now, statement (i) is straightforward and so we omit the proof. Regarding (ii), [20, Lemma 8.1.15] yields directly the convexity of \( \text{Graph}(W_{Y_+}) \).

Let us recall (from the former section) that \( \Lambda(0) = \{ x \in \Omega : g(x) \leq 0 \} \) and \( W(0) = f(\Lambda(0)) \).

**Definition 3.2.** For every \( y_0 \in W(0) \), we define

\[
S_{Y_+}(y_0) := \{ h \in (Z \times Y)^* \setminus \{(0, 0)\} : h(z', y') \leq h(0, y_0) \leq h(z, y), \quad \forall (z', y') \in (-Z_+) \times (y_0 - Y_+), \forall (z, y) \in \text{Graph}(W_{Y_+}) \}.
\]

(1)

We say that every \( h \in S_{Y_+}(y_0) \) separates the sets \( \text{Graph}(W_{Y_+}) \) and \((-Z_+) \times (y_0 - Y_+)\) at \((0, y_0) \in \{0\} \times W(0) \subseteq Z \times Y \). Note that the set \( S_{Y_+}(y_0) \) may be empty.
The following lemma introduces several useful properties of the set of separating hyperplanes just defined above. Such a lemma may be summarized by saying the following. First, $S_\gamma(y_0) \neq \emptyset$ provided $y_0$ is a minimal point of $(P(0))$. Furthermore, in case $S_\gamma(y_0) \neq \emptyset$, it contains no “vertical” hyperplanes under the Slater constraint qualification and it coincides with the set of all the supporting hyperplanes of $\text{Graph}(W_{Y_\gamma})$ at $(0, y_0)$.

**Lemma 3.3.** Fix $y_0 \in W(0)$, the following statements hold true.

(i) If $y_0$ is a minimal point of $(P(0))$, then the set $S_\gamma(y_0)$ is not empty.

(ii) For every $h \in S_\gamma(y_0)$, there exist $z_h^* \in Z^*$ and $y_h^* \in Y^*$ such that $h(z, y) = z_h^*(z) + y_h^*(y)$, $\forall (z, y) \in Z \times Y$, and furthermore

\[
\langle z_h^*, z_+ \rangle = h(z_+, 0) \geq 0, \forall z_+ \in Z_+; \tag{2}
\]

\[
\langle y_h^*, y_+ \rangle = h(0, y_+) \geq 0, \forall y_+ \in Y_+. \tag{3}
\]

(iii) If there exists $x_1 \in \Omega$ such that $g(x_1) < 0$, then $y_h^* \neq 0$ for all $h \in S_\gamma(y_0)$.

(iv) Suppose $S_\gamma(y_0) \neq \emptyset$. Then we have

\[
S_\gamma(y_0) = \{ h \in (Z \times Y)^* \setminus \{(0, 0)\} : h(0, y_0) \leq h(z, y), \forall (z, y) \in \text{Graph}(W_{Y_\gamma}) \}
\]

**Proof.** (i) Since $y_0$ is a minimal point of $(P(0))$, $(0, y_0) \in \text{Graph}(W_{Y_\gamma})$. Applying Lemma 3.1 (i), we have $Z_+ \times (y_0 + Y_+) \subset \text{Graph}(W_{Y_\gamma})$. Since such cones have non-empty interior, $\text{Int}(\text{Graph}(W_{Y_\gamma})) \neq \emptyset$. Furthermore, $(-Z_+) \times (y_0 - Y_+)$ contains no interior points of the set $\text{Graph}(W_{Y_\gamma})$. On the contrary, suppose that $(-z_+, y_0 - y_+) \in \text{Int}(\text{Graph}(W_{Y_\gamma}))$ for some $(z_+, y_+) \in Z_+ \times Y_+$. By Lemma 3.1 (i), $(0, y_0) \in \text{Int}(\text{Graph}(W_{Y_\gamma}))$, contrary to the minimality of $y_0$. Indeed, if there exists some $\epsilon > 0$ such that $B((0, y_0), \epsilon) \subset \text{Graph}(W_{Y_\gamma})$, we can choose some $u \in Y_+$ in the unit sphere of $Y$ such that $(0, y_0 - \frac{\epsilon}{2} u) \in \text{Graph}(W_{Y_\gamma})$. Hence, there exists $x \in \Lambda(0)$ such that $y_0 - \frac{\epsilon}{2} u \geq f(x)$, which implies $f(x) < y_0$, a contradiction. Now, Eidelheit separation theorem [21, Theorem 3 p. 133] provides a hyperplane which separates the sets $\text{Graph}(W_{Y_\gamma})$ and $(-Z_+) \times (y_0 - Y_+)$. (ii) Fix $h \in S_\gamma(y_0)$. Clearly we can pick $z_h^* \in Z^*$, $y_h^* \in Y^*$ such that $h(z, y) = z_h^*(z) + y_h^*(y)$, $\forall (z, y) \in Z \times Y$. Thus $\langle z_h^*, z_+ \rangle = h(z_+, 0)$ and $\langle y_h^*, y_+ \rangle = h(0, y_+)$ for all $z_+ \in Z_+$ and $y_+ \in Y_+$. By Lemma 3.1 (i), $(z_+, y_0) \in \text{Graph}(W_{Y_\gamma})$ for all $z_+ \in Z_+$, and then $h(0, y_0) \leq h(z_+, y_0)$. Consequently, $h(z_+, 0) = h(z_+, y_0) - h(0, y_0) \geq 0$ which gives (2). The proof for (3) is similar.

(iii) Fix $h \in S_\gamma(y_0)$ and suppose $y_h^* = 0$. Since $h \neq 0$, we have $z_h^* \neq 0$. Therefore $z_h^*(z) > 0$ for every $z \in \text{Int} Z_+$. On the other hand, since $(g(x_1), f(x_1)) \in \text{Graph}(W_{Y_\gamma})$, we have $z_h^*(0) + y_h^*(y_0) = h(0, y_0) \leq h(g(x_1), f(x_1)) = z_h^*(g(x_1)) + y_h^*(f(x_1))$. Thus $0 \leq z_h^*(g(x_1))$, a contradiction because $g(x_1) \in -\text{Int} Z_+$. (iv) The inclusion “$\subseteq$” is immediate. Let us check “$\supseteq$”. Fix an arbitrary $\bar{h} \in (Z \times Y)^* \setminus \{(0, 0)\}$ such that $\bar{h}(0, y_0) \leq h(z_+, y_0)$ for all $(z, y) \in \text{Graph}(W_{Y_\gamma})$. We will check that $\bar{h}(-z_+, y_0 - y_+) \leq \bar{h}(0, y_0)$ for any $z_+ \in Z_+$ and $y_+ \in Y_+$. By linearity, the former inequality is equivalent to $\bar{h}(-z_+, 0) + \bar{h}(0, y_0 - y_+) \leq \bar{h}(0, y_0)$, which is equivalent to $\bar{h}(-z_+, 0) + \bar{h}(0, -y_+) \leq 0$, which holds true because of statement (ii).

In order to guarantee that $y_h^* \neq 0$ for all $h \in S_\gamma(y_0)$, from now on we assume the Slater constraint qualification as true.
Assumption 3.4. [Slater constraint qualification] From now on we assume that there exists $x_1 \in \Omega$ such that $g(x_1) < 0$.

Definition 3.5. Let us fix $y_0 \in W(0)$. We define, for every $h \in S_{Y_+}(y_0)$, the following two processes
\[ \bar{L}_h : Z \rightrightarrows Y, \quad \bar{L}_h(z) := \{ y \in Y : h(z, -y) = 0 \}, \text{ for all } z \in Z, \]
\[ L_h : Z \rightrightarrows Y, \quad L_h(z) := \bar{L}_h(z) + Y_+, \text{ for all } z \in Z. \]

The next lemma provides three necessary technical properties in order to introduce, subsequently, the notion of Lagrange process properly.

Lemma 3.6. Fix $y_0 \in W(0)$ and suppose $S_{Y_+}(y_0) \neq \emptyset$. The following statements hold.

(i) $\text{Graph}(L_h) = \{(z, y) \in Z \times Y : h(z, -y) \leq 0\}$, for all $h \in S_{Y_+}(y_0)$.

(ii) If $(\bar{z}, \bar{y}) \in \text{Graph}(W_{Y_+})$, then $(-\bar{z}, \bar{y} - y_0) \in \text{Graph}(L_h)$, for all $h \in S_{Y_+}(y_0)$.

(iii) $\bigcap_{h \in S_{Y_+}(y_0)} \text{Graph}(L_h) \neq \{(0, 0)\}$.

Proof. (i) Let us prove the equality by double inclusion. If $(z, y) \in \text{Graph}(L_h)$, then $y = \bar{y} + y_+ \text{ with } h(z, -\bar{y}) = 0 \text{ and } y_+ \in Y_+$. Hence, by Lemma 3.3 (ii) $h(z, -y) = h(z, -\bar{y}) + h(0, -y_+) \leq 0$. Now, let us check the reverse inclusion. Fix $(z_0, y_0) \in Z \times Y$ such that $h(z_0, y_0) \leq 0$. We define $h'(z, y) := h(z, -y)$ for every $(z, y) \in Z \times Y$. We claim that $\{0\} \times \text{Int} Y_+ \not\subseteq \text{Ker} h'$. Otherwise, $y_0 = 0$, which contradicts Lemma 3.3 (iii). Let us pick some $(0, y_+) \in \{0\} \times \text{Int} Y_+ \setminus \text{Ker} h'$. We decompose $(z_0, y_0) = (z_0, \bar{y}_0) + \lambda (0, y_+)$, for some $\lambda \in \mathbb{R}$ and $(z_0, \bar{y}_0) \in \text{Ker} h'$. Then, on the one hand, $h(z_0, -\bar{y}_0) = h'(z_0, \bar{y}_0) = 0$, or equivalently, $\bar{y}_0 \in L_h(z_0)$. On the other hand, we have $0 \geq h'(z_0, y_0) = h'(z_0, \bar{y}_0) + \lambda h'(0, y_+) = \lambda h(0, -y_+)$. Since $h(0, -y_+) \leq 0$ by Lemma 3.3 (ii), we have $\lambda \geq 0$. Then $y_0 = \bar{y}_0 + \lambda y_+ \in \bar{L}_h(z_0) + Y_+ = L_h(z_0)$.

(ii) Fix $(\bar{z}, \bar{y}) \in \text{Graph}(W_{Y_+})$ and an arbitrary $h \in S_{Y_+}(y_0)$. Since $h(0, y_0) \leq h(\bar{z}, \bar{y})$, $h(\bar{z}, \bar{y} - y_0) \geq 0$. Now statement (i) yields $(-\bar{z}, \bar{y} - y_0) \in \text{Graph}(L_h)$.

(iii) Direct consequence of statement (ii). \qed

Definition 3.7. Fix $y_0 \in W(0)$. We define the Lagrange process of $(P(0))$ at $y_0$ as the closed convex process $L_{y_0} : Z \rightrightarrows Y$ such that
\[ \text{Graph}(L_{y_0}) := \begin{cases} \bigcap_{h \in S_{Y_+}(y_0)} \text{Graph}(L_h), & \text{if } S_{Y_+}(y_0) \neq \emptyset, \\ Z \times Y, & \text{if } S_{Y_+}(y_0) = \emptyset. \end{cases} \]

Remark 1. Let us observe that the Lagrange process $L_{y_0}$ set in Definition 3.7 is a closed convex process, since $\text{Graph}(L_{y_0})$ is the intersection of closed halfspaces according to Lemma 3.6 (i).

Definition 3.8. Given $L : Z \rightrightarrows Y$ a closed convex process, we define the program
\[ \text{Min } f(x) + L(g(x)) \text{ such that } x \in \Omega. \quad (D_L) \]

Besides, we say that $x_0 \in \Omega$ is:

(i) A minimal solution of $(D_L)$ if $f(x_0) \in \text{Min}\{f(x) + L(g(x)) : x \in \Omega\}$, in this case we say that $f(x_0)$ is a minimal point of $(D_L)$. 

(ii) A weak minimal solution of \((D_L)\) if \(f(x_0) \in W\text{Min}(\{f(x) + L(g(x)) : x \in \Omega\})\),
in this case we say that \(f(x_0)\) is a weak minimal point of \((D_L)\).

**Definition 3.9.** Fix \(y_0 \in W(0)\). We say that a closed convex process \(L : Z \Rightarrow Y\) is a
Lagrange multiplier (resp. weak Lagrange multiplier) of \((P(0))\) at \(y_0\) if \(y_0\) is a minimal
(resp. weak minimal) point of the corresponding program \((D_L)\).

## 4. Necessary Optimality Condition

In this section we turn back to Theorem 1.1 in the introduction. Our aim here is to state
and prove the first statement of such a result and the first part of the corresponding
assertion (i). The above mentioned parts of Theorem 1.1 corresponds –as was said in
the introduction– to Theorem 4.3 (i) and Corollary 4.5 in this section, respectively. On
one hand, Theorem 4.3 (i) provides a necessary optimality condition for the minimal
points of program \((P(0))\) which, unfortunately, is not sufficient (as Example 4.4 shows
later). In order to relieve this gap, Theorem 4.3 (ii) gives a first sufficient condition of
optimality that supplies some additional information about the relationship between
the minimal points of programs \((P(0))\) and \((D_{L_{y_0}})\). Later, we get Corollary 4.5 which
provides another sufficient condition of optimality and shows that the Lagrange process
\(L_{y_0}\) (introduced in Definition 3.7) is a natural set-valued extension of the conventional
concept for Lagrange multiplier for scalar convex programming. Besides, this corollary
will turn out very fruitful later.

The first result in this section is a technical lemma which will be used later.

**Lemma 4.1.** Fix \(y_0 \in W(0)\) and let \(L_{y_0}\) be the Lagrange process of \((P(0))\) at \(y_0\). The
following assertions hold true.

(i) \(0 \in L_{y_0}(-z_+)\), for every \(z_+ \in Z_+\).
(ii) \(W(0) \subseteq \{f(x) + L_{y_0}(g(x)) : x \in \Omega\}\).
(iii) \(\text{Graph}(W_{Y^*}_+) \subseteq \{(0, y_0) + \{(z, y) \in Z \times Y : (-z, y) \in \text{Graph}(L_{y_0})\}\}.

**Proof.** (i) If \(S_{Y^*_+}(y_0) \neq \emptyset\) there is nothing to prove. Then, we assume \(S_{Y^*_+}(y_0) \neq \emptyset\)
and fix an arbitrary \(z_+ \in Z_+\). Since \(y_0 \in W_{Y^*}_+(0)\), by Lemma 3.1 (i), we have that
\(y_0 \in W_{Y^*}_+(z_+)\). Besides, by Lemma 3.6 (ii), \((-z_+, 0) \in \text{Graph}(L_h)\) for all \(h \in S_{Y^*}_+(y_0)\).
Consequently \((-z_+, 0) \in \text{Graph}(L_{y_0})\) by definition of \(L_{y_0}\).

(ii) On one hand we have

\[\{f(x) + L_{y_0}(g(x)) : x \in \Omega, g(x) \leq 0\} \subseteq \{f(x) + L_{y_0}(g(x)) : x \in \Omega\} \]

On the other hand, by assertion (i), \(g(x) \leq 0\) implies \(0 \in L_{y_0}(g(x))\). Hence,

\[W(0) = \{f(x) + 0 : x \in \Omega, g(x) \leq 0\} \subseteq \{f(x) + L_{y_0}(g(x)) : x \in \Omega, g(x) \leq 0\} \]

(iii) If \(S_{Y^*_+}(y_0) = \emptyset\) there is nothing to prove. Then, we assume \(S_{Y^*_+}(y_0) \neq \emptyset\)
and take \((\bar{z}, \bar{y}) \in \text{Graph}(W_{Y^*}_+)\). We write \((\bar{z}, \bar{y}) = (0, y_0) + (\tilde{z}, \tilde{y} - y_0)\). By Lemma 3.6 (ii),

\((-\tilde{z}, \tilde{y} - y_0) \in \text{Graph}(L_h)\) for all \(h \in S_{Y^*}_+(y_0)\). Thus \((-\tilde{z}, \tilde{y} - y_0) \in \text{Graph}(L_{y_0})\) by
definition of \(L_{y_0}\). \(\square\)

**Proposition 4.2.** Let us fix \(y_0 \in W(0)\) and \(h \in S_{Y^*_+}(y_0)\). Then \(y_0\) is a weak minimal
point of the program

\[ \min f(x) + L_h(g(x)) \text{ such that } x \in \Omega. \]  

(D_{L_h})

\textbf{Proof.} Fix } h \in S_Y(y_0), \text{ and suppose that } y_0 \text{ is not a weak minimal point of } (D_{L_y}). \text{ Then, there exist } \bar{x} \in \Omega, \; \bar{y} \in L_h(g(\bar{x})), \text{ and } y_+ \in Y_+ \text{ such that } f(\bar{x}) + \bar{y} + y_+ \in y_0 - \text{Int } Y_+. \text{ Define } \hat{y} := f(\bar{x}) + \bar{y} + y_+ - y_0 \in - \text{Int } Y_. \text{ On one hand, by Lemma 3.3 (ii), } h(0, \hat{y}) = \langle \bar{y}_h^*, \hat{y} \rangle \leq 0. \text{ By Assumption 3.4 and Lemma 3.3 (iii) we have } \bar{y}_h^* \neq 0, \text{ and then we get}

\[ h(0, \hat{y}) = \langle \bar{y}_h^*, \hat{y} \rangle < 0. \tag{4} \]

On the other hand, \( (0, \hat{y}) = (g(\bar{x}), f(\bar{x})) - (g(\bar{x}), -\bar{y}) + (0, y_+) - (0, y_0). \) Since \( (g(\bar{x}), f(\bar{x})) \in \text{Graph}(W_{\bar{x}}), \) \( h(g(\bar{x}), f(\bar{x})) \geq h(0, y_0). \) Besides \( h(g(\bar{x}), -\bar{y}) = 0 \) (because \( \bar{y} \in L_h(g(\bar{x}))) \) and \( h(0, y_+) \geq 0 \) (because \( y_+ \in Y_+). \) It follows that \( h(0, \hat{y}) = h(g(\bar{x}), f(\bar{x})) - h(g(\bar{x}), -y) + h(0, y_+) - h(0, y_0) \geq 0, \) which contradicts (4). \( \square \)

The following theorem constitutes the benchmark of the whole paper. In fact, the rest of the article spins around it.

\textbf{Theorem 4.3.} Fix } y_0 \in W(0) \text{ and let } L_{y_0} \text{ be the Lagrange process of } (P(0)) \text{ at } y_0. \text{ The following statements hold true.}

(i) If \( y_0 \) is a minimal point of \( (P(0)), \) then \( y_0 \) is a weak minimal point of \( (D_{L_{y_0}}). \)

(ii) If \( y_0 \) is a minimal (resp. weak minimal) point of \( (D_{L_{y_0}}), \) then \( y_0 \) is a minimal (resp. weak minimal) point of \( (P(0)). \)

\textbf{Proof.} (i) Take } h_0 \in S_Y(y_0). \text{ From Proposition 4.2, } y_0 \text{ is a weak minimal point of } (D_{L_{y_0}}). \text{ Hence, there are no } \bar{x} \in \Omega \text{ and } y' \in L_{h_0}(g(\bar{x})) \text{ such that } f(\bar{x}) + y' \in y_0 - \text{Int } Y_. \text{ Now, since } \text{Graph}(L) \subset \text{Graph}(L_{h_0}), \text{ there are no } \bar{x} \in \Omega \text{ and } y' \in L(g(\bar{x})) \text{ such that } f(\bar{x}) + y' \in y_0 - \text{Int } Y_.

(ii) We only prove the case of minimality, the proof for the case of weak minimality is similar. If \( y_0 \) is not a minimal point of \( (P(0)), \) then there exists \( \bar{x} \in \Omega \) with \( g(\bar{x}) \leq 0 \) such that \( f(\bar{x}) \in y_0 - Y_. \) By Lemma 4.1 (ii), \( f(\bar{x}) = f(x) + y' \) for some \( x \in \Omega \) such that \( y' \in L_{y_0}(g(x)). \) Hence \( f(x) + y' \in y_0 - Y_+, \) and so, \( y_0 \) is not a minimal point of \( (D_{L_{y_0}}). \) \( \square \)

\textbf{Remark 2.} According to Theorem 4.3 (i), every minimal point of program \( (P(0)) \) has an associated weak Lagrange multiplier \( L_{y_0}, \) that coincides with its corresponding Lagrange process. On the other hand, by Theorem 4.3 (ii), such a process \( L_{y_0}, \) provides a sufficient optimality condition through the dual program \( (D_{L_{y_0}}). \)

In the following example we consider a particular family of programs \( (P(z)) \) from Section 2. Such an example shows that statement (i) in Theorem 4.3 is not sufficient.

\textbf{Example 4.4.} Let \( X = Y = \mathbb{R}^2, \) \( Y_+ = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq 0, x_2 \geq 0\}, \) \( Z = \mathbb{R}, \) \( Z_+ = \mathbb{R}_+, \) \( D = \{(x_1, x_2) \in \mathbb{R}^2 : x_2 > 0\} \cup \{(0, 0)\}, \) \( f(x_1, x_2) = (x_1, x_2), \) and \( g(x_1, x_2) = x_2 - 1. \) Then \( y_0 = (0, 0) \) is a minimal point of \( (P(0)) \) but not a minimal point of \( (D_{L_{y_0}}). \)
**Proof.** Indeed, we have

\[
\Lambda(z) = \begin{cases} 
\{(x_1, x_2) \in \mathbb{R}^2 : 0 < x_2 \leq 1 + z\} \cup \{(0, 0)\}, & \text{if } z \in [-1, \infty), \\
\emptyset, & \text{otherwise.}
\end{cases}
\]

Besides, \(W(z) = f(\Lambda(z)) = \Lambda(z)\) and

\[
W_{Y_+}(z) = f(\Lambda(z)) + Y_+ = \begin{cases} 
A, & \text{if } z \in [-1, \infty), \\
\emptyset, & \text{otherwise,}
\end{cases}
\]

where \(A = \{(x_1, x_2) \in \mathbb{R}^2 : 0 \leq x_1, 0 \leq x_2 \} \cup \{(x_1, x_2) \in \mathbb{R}^2 : x_1 < 0 < x_2\}\). So, it is immediate that

\[
\text{Min}(\{f(x) : x \in \Omega, g(x) \leq z\}) = \begin{cases} 
\{(0, 0)\}, & \text{if } z \in [-1, \infty), \\
\emptyset, & \text{otherwise.}
\end{cases}
\]

Now, consider the particular program \((P(0))\), and on it, \((0, y_0) = (0, (0, 0))\). Now we get that \(\text{Graph}(W_{Y_+}) = [-1, \infty) \times A \subset \mathbb{R}^3\). Thus \(S_{Y_+} = \{(0, 0, 1)\}\), which yields \(\text{Graph}(L_{y_0}) = \mathbb{R} \times \mathbb{R} \times \mathbb{R}_+\). Consequently \(L_{y_0}(z) = \mathbb{R} \times \mathbb{R}_+\) for all \(z \in Z = \mathbb{R}\). It follows that

\[
\{f(x_1, x_2) + L_{y_0}(g(x_1, x_2)) : (x_1, x_2) \in \Omega\} = \Omega + (\mathbb{R} \times \mathbb{R}_+) = \mathbb{R} \times \mathbb{R}_+,
\]

and hence,

\[
\text{Min}(\{f(x_1, x_2) + L_{y_0}(g(x_1, x_2)) : (x_1, x_2) \in \Omega\} | Y_+) = \text{Min}(\mathbb{R} \times \mathbb{R}_+ | \mathbb{R} \times \mathbb{R}_+) = \emptyset.
\]

Thus, \(y_0 = (0, 0)\) is not a minimal point of \((D_{L_{y_0}})\); however it is a weak minimal point of \((D_{L_{y_0}})\) since

\[
(\mathbb{R} \times \mathbb{R}_+) \cap ((0, 0) - \text{Int}(\mathbb{R} \times \mathbb{R}_+)) = (\mathbb{R} \times \mathbb{R}_+) \cap (\mathbb{R} \times (\mathbb{R}_+ \setminus \{0\})) = \emptyset.
\]

The following corollary is an immediate consequence of Theorem 4.3.

**Corollary 4.5.** Suppose that \(Y_+ \setminus \{0\}\) is open. Fix \(y_0 \in W(0)\) and let \(L_{y_0}\) be the Lagrange process of \((P(0))\) at \(y_0\). Then, \(y_0\) is a minimal point of \((P(0))\) if and only if \(y_0\) is a minimal point of \((D_{L_{y_0}})\).

**Proof.** Since \(Y_+ \setminus \{0\}\) is taken open, the concepts of minimal and weak minimal points coincide. Now, a direct application of Theorem 4.3 yields the result.

The next remark shows how the traditional Lagrange multiplier theorem for scalar convex programming remains in Theorem 4.3 as a particular case.

**Remark 3.** The application of Corollary 4.5 to the case \(Y = \mathbb{R}\) and \(Y = \mathbb{R}_+\) yields the classical Lagrange multiplier theorem for the scalar convex programming. Indeed, the set \(Y_+ \setminus \{0\} = (0, +\infty)\) is open and the concepts of minimal and minimum coincide in the scalar case.
5. Sufficient Optimality Conditions

The objective in this section is to set up some sufficient optimality criteria for the program \((P(0))\). In particular, we will establish the second part of statement (i) of Theorem 1.1 (in the introduction) together with assertions (ii) and (iii). Let us note that the second part of statement (i) corresponds to Theorem 5.1 next in the first subsection, and statements (ii) and (iii) corresponds to Theorem 5.5 in the second subsection. In this way, we provide two types of criteria, some based on the geometry of the Lagrange process \(L_{y_0}\) (in the next subsection), and other based on the particular characteristics of the minimal points \(y_0\) involved (in the second subsection).

5.1. Geometric Optimality Conditions

By statement (i) in Theorem 4.3 any \(y_0 \in W(0)\) minimal point of \((P(0))\) is also a weak minimal point of \((D_{L_{y_0}})\). Next, we will prove that if the graph of the corresponding Lagrange process \(L_{y_0}\) has a bounded base (or equivalently, if its vertex is a denting point), then \(y_0\) becomes a minimal point of \((D_{L_{y_0}})\). This result will turn out a useful tool to distinguish the minimal points of program \((P(0))\) from among the weak minimal points of the unconstrained program \((D_{L_{y_0}})\).

For this purpose, we will prove some previous technical results. First, we recall some basic concepts. Fixed a normed space \(E\), the negative polar cone to subset \(S_1 \subseteq E\) (resp. \(S_2 \subseteq E^*\)) is defined by \(S_1^- := \{e^* \in E^* : \langle e^*, s \rangle \leq 0, \forall s \in S_1\}\) (resp. \(S_2^- := \{e \in E : \langle s^*, e \rangle \leq 0, \forall s^* \in S_2\}\)). Their corresponding positive polar cones are defined by \(S_1^+ := -S_1^- \subset E^*\) and \(S_2^+ := -S_2^- \subset E\). Let us recall that a base for a cone \(K\) in a normed space \(E\) is a nonempty convex subset \(B \subseteq K\) such that \(0 \notin \overline{B}\) and each \(k \in K \setminus \{0\}\) has a unique representation of the form \(k = \lambda b\) for some \(\lambda > 0\) and \(b \in B\). A base is called a bounded base if it is bounded as a subset of \(E\). Bounded bases have been widely studied (see, for example [22] and the references therein) and they provide a useful tool in many topics such as in the theory of Pareto minimal points in [23], in reflexivity of Banach spaces in [24], and in density theorems in [25]. In the following result, this notion will turn out useful again.

**Theorem 5.1.** Fix \(y_0 \in W(0)\) and let \(L_{y_0}\) be the Lagrange process of \((P(0))\) at \(y_0\). Suppose that the cone \(\text{Graph}(L_{y_0})\) has a bounded base. Then \(y_0\) is a minimal point of \((P(0))\) if and only if \(y_0\) is a minimal point of \((D_{L_{y_0}})\).

**Proof.** We will prove the first implication by contradiction. Suppose that \(y_0\) is a minimal point of \((P(0))\) but it is not a minimal point of \((D_{L_{y_0}})\). Hence, there exist \(\bar{x} \in \Omega\) and \(\bar{y} \in L_{y_0}(g(\bar{x}))\) such that

\[ f(\bar{x}) + \bar{y} \in y_0 - Y_+ \setminus \{0\}. \tag{5} \]

By the definition of \(L_{y_0}\), we have \(\bar{y} \in L_h(g(\bar{x}))\) for every \(h \in S_{Y_+}(y_0)\). Then, for every \(h \in S_{Y_+}(y_0)\) we can decompose \(\bar{y} = y_h^- + y_h^+\) where \(y_h^- \in \hat{L}_h(g(\bar{x}))\) and \(y_h^+ \in Y_+\). Now, we denote \(\hat{y} := f(\bar{x}) + \bar{y} - y_0 \in -Y_+ \setminus \{0\}\), that can be expressed as \(\hat{y} = f(\bar{x}) + y_h^- + y_h^+ - y_0\) for every \(h \in S_{Y_+}(y_0)\). Then

\[ h(0, \hat{y}) = h(g(\bar{x}), f(\bar{x}) - h(g(\bar{x}), -y_h^-) + h(0, y_h^+) - h(0, y_0) \geq 0, \tag{6} \]

for all \(h \in S_{Y_+}(y_0)\) because \((g(\bar{x}), f(\bar{x})) \in \text{Graph}(W_{Y_+})\) and \(y_h^+ \in \hat{L}_h(g(\bar{x}))\).
However, we will prove the existence of some \( h_0 \in \mathcal{S}_{Y_\ast}(y_0) \) such that \( h_0(0, \hat{y}) < 0 \), a contradiction. Indeed, since Graph\((L_{y_0})\) has a bounded base, by [22, Theorem 1.1], Int\((\text{Graph}(L_{y_0}))^- \neq \emptyset\). Now, we pick

\[
\tilde{h}(\cdot, \cdot) = \langle \bar{z}^\ast, \cdot \rangle + \langle \bar{y}^\ast, \cdot \rangle \in -\text{Int}(\text{Graph}(L_{y_0}))^-,
\]

and define the following continuous linear map \( h_0(\cdot, \cdot) = \langle -\bar{z}^\ast, \cdot \rangle + \langle \bar{y}^\ast, \cdot \rangle \). Let us check that \( h_0 \in \mathcal{S}_{Y_\ast}(y_0) \). Indeed, if \((\bar{z}, \bar{y}) \in \text{Graph}(W_{Y_\ast})\), by Lemma 4.1 (iii) we can decompose \((\bar{z}, \bar{y}) = (0, y_0) + (z', y')\) with \((-z', y') \in \text{Graph}(L_{y_0})\). From (7) we have \(0 < \tilde{h}(-z', y') = \langle \bar{z}^\ast, -z' \rangle + \langle \bar{y}^\ast, y' \rangle = \langle -\bar{z}^\ast, z' \rangle + \langle \bar{y}^\ast, y' \rangle = h_0(z', y')\). Therefore \( h_0(\bar{z}, \bar{y}) = h_0(0, y_0) + h_0(z', y') > h_0(0, y_0)\). Consequently, by statement (iv) of Lemma 3.3 we obtain \( h_0 \in \mathcal{S}_{Y_\ast}(y_0)\). On the other hand, by Lemma 3.1 (i), \((0, y_0) + (0, -\bar{y}) \in \text{Graph}(W_{Y_\ast})\). Thus, by Lemma 4.1 (iii), we have \((0, -\bar{y}) \in \text{Graph}(L_{y_0})\). Therefore, \( h_0(0, \bar{y}) = \langle \bar{y}^\ast, \bar{y} \rangle = \tilde{h}(0, \bar{y}) < 0 \), which contradicts (6). As a consequence \( y_0 \) is a minimal point of \((D_{L_{y_0}})\).

The reverse implication is a direct consequence of statement (ii) in Theorem 4.3. 

**Remark 4.** Example 4.4 above also shows that the condition “bounded” cannot be dropped down from the statement of the former theorem.

By [22, Theorem 1.1], the assumption in the former theorem is equivalent to the property that the vertex is a denting point of the cone Graph\((L_{y_0})\). Example 4.4 also shows that such a condition can not be weakened to the property that the origin is a point of continuity for the cone Graph\((L_{y_0})\). For more information about the notion of point of continuity we refer the reader to [26] and the references therein.

Despite what we have noted in the former paragraph, Theorem 5.1 can be weakened in the way as the following result shows. From now on, bd\(A\) denotes the boundary of the set \(A\).

**Corollary 5.2.** Fix \(y_0 = W(0)\) and let \(L_{y_0}\) be the Lagrange process of \((P(0))\) at \(y_0\). Suppose that there exists \(h_0 \in \mathcal{S}_{Y_\ast}(y_0)\) such that \(h_0(0, y) > 0\), for every \(y \in \text{bd}(Y_\ast) \setminus \{0\}\). Then \(y_0\) is a minimal point of \((P(0))\) if and only if \(y_0\) is a minimal point of \((D_{L_{y_0}})\).

**Proof.** We follow the notation of the proof of Theorem 5.1 and, same as there, we suppose that \(y_0\) is a minimal point of \((P(0))\) but not a minimal point of \((D_{L_{y_0}})\). We consider again the element \(\hat{y} \in -Y_\ast \setminus \{0\}\). In fact, \(\hat{y} \in \text{bd}(-Y_\ast)\) because \(y_0\) is a weak minimal point of \((D_{L_{y_0}})\). Now, the argument used in the proof of Theorem 5.1 works again by \(h_0\) in the statement of this result. 

**5.2. Sufficient Conditions for some Proper Minimal Points**

We finish this section making use of Corollary 4.5 to prove Theorem 5.5. On that, we see how some types of proper minimal points of program \((P(0))\) become proper minimal points of the program \((D_{L_{y_0}})\). Therefore, restricting our approach to these types of proper minimal points we avoid certain types of anomalous situations and the two assertions in Theorem 4.3 become equivalences.

Next, we will define the four types of proper minimal points we will deal with. Throughout the reminder of this section the order cone \(Y_\ast\) of \(Y\) is assumed to be pointed (i.e., \(Y_\ast \cap (-Y_\ast) = \{0\}\)). By \(Y_\ast^+\) we denote the set of elements \(f \in Y_\ast\) such that \(f(y_+) > 0\), for all \(y_+ \in Y_+ \setminus \{0\}\). Let us recall that \(Y_\ast\) has a base if and only if
\[ Y^+_+ \neq \emptyset \] (see, for example [27]). We denote by \( \text{cone}(A) \) the cone generated by the set \( A \), i.e., \( \text{cone}(A) := \{ tA : t \geq 0, a \in A \} \), by \( \overline{\text{cone}}(A) \) the closure of the cone generated by the set \( A \), and by \( B_Y \) the closed unit ball of \( Y \).

**Definition 5.3.** Let \( Y \) be an ordered normed space having a pointed order cone. We say that \( \bar{y} \in A \subset Y \) is a:

(i) **positive properly efficient point of** \( A \), written \( \bar{y} \in \text{Pos}(A) \), if there exists \( f \in Y^{++} \) such that \( f(\bar{y}) \leq f(y) \) for all \( y \in A \).

(ii) **Henig globally properly efficient point of** \( A \), written \( \bar{y} \in \text{GHe}(A) \), if there exists a pointed cone \( K \) satisfying \( Y^+ \setminus \{ 0 \} \subseteq \text{Int} K \) and \( (A - \bar{y}) \cap (-\text{Int} K) = \emptyset \).

(iii) **Henig properly efficient point of** \( A \), written \( \bar{y} \in \text{He}(A) \), if for some base \( \Theta \) of \( Y \) there is a scalar \( \varepsilon > 0 \) such that \( \overline{\text{cone}}(A - \bar{y}) \cap (- \overline{\text{cone}}(\Theta + \varepsilon B_Y)) = \emptyset \).

(iv) **super efficient point of** \( A \), written \( \bar{y} \in \text{SE}(A) \), if there is a scalar \( \rho > 0 \) such that \( \overline{\text{cone}}(A - \bar{y}) \cap (B_Y - Y^+) \subset \rho B_Y \).

We have the following: \( \text{Pos}(A) \subset \text{GHe}(A) \), \( \text{SE}(A) \subset \text{Min}(A) \cap \text{GHe}(A) \cap \text{He}(A) \), and \( \text{SE}(A) = \text{He}(A) \) when \( Y^+ \) has a bounded base (see, for example, [28]).

Next, we define concepts of proper solution and proper minimal point corresponding to the former notions for programs \((P(0))\) and \((D_L)\). We say that \( x_0 \in \Omega \) is a positive properly (resp. Henig globally properly, Henig properly, super efficient) solution of \((P(0))\) if \( f(x_0) \in \text{Pos} \{ \{ f(x) : x \in \Omega, g(x) \leq 0 \} \} \) (resp. \( f(x_0) \in \text{GHe}(\{ f(x) : x \in \Omega, g(x) \leq 0 \}) \), \( f(x_0) \in \text{He}(\{ f(x) : x \in \Omega, g(x) \leq 0 \}) \), \( f(x_0) \in \text{SE}(\{ f(x) : x \in \Omega, g(x) \leq 0 \}) \)). In this case we say that \( f(x_0) \) is a positive (resp. Henig global, Henig, super efficient) minimal point of \((P(0))\). Analogously, we say that \( x_0 \in \Omega \) is a positive properly (resp. Henig globally properly, Henig properly, super efficient) solution of \((D_L)\) if \( f(x_0) \in \text{Pos} \{ \{ f(x) + L(g(x)) : x \in \Omega \} \} \) (resp. \( f(x_0) \in \text{GHe}(\{ f(x) + L(g(x)) : x \in \Omega \}) \), \( f(x_0) \in \text{He}(\{ f(x) + L(g(x)) : x \in \Omega \}) \), \( f(x_0) \in \text{SE}(\{ f(x) + L(g(x)) : x \in \Omega \}) \)). In this case we say that \( f(x_0) \) is a positive (resp. Henig global, Henig, super efficient) minimal point of \((D_L)\).

The following theorem claims that each one of the former proper minimal points is, in fact, an “ordinary” minimal point with respect to the order induced by some “particular open” order cone. This result together with Corollary 4.5 above are the base of the proof of our next Theorem. In the following statement, \( \text{Min}(A \mid K) \) stands the set of minimal points of the set \( A \subset Y \) with respect to an arbitrary cone \( K \subset Y \) (maybe different to the order cone \( Y^+ \)), i.e., for every \( a \in A \), we have \( a \in \text{Min}(A \mid K) \) if and only if \( A \cap (a - K) \subset a + K \).

**Theorem 5.4.** ([28, Theorem 21.7]) Let \( Y \) be an ordered normed space having a pointed order cone and \( \bar{y} \in A \subset Y \). The following statements hold true:

(i) \( \bar{y} \in \text{Pos}(A) \) if and only if there exists \( f \in Y^{++} \) such that defining \( Q := \{ y \in Y : f(y) > 0 \} \), we have \( \bar{y} \in \text{Min}(A \mid Q \cup \{0\}) \).

(ii) \( \bar{y} \in \text{GHe}(A) \) if and only if there exists a pointed cone \( K \) such that \( Y^+ \setminus \{ 0 \} \subseteq \text{Int} K \) and \( \bar{y} \in \text{Min}(A \mid \text{Int} K \cup \{0\}) \).

(iii) \( \bar{y} \in \text{He}(A) \) if and only if there exists a base \( \Theta \) of \( Y^+ \) such that for some scalar \( \eta \) satisfying \( 0 < \eta < \inf \{ \| \theta \| : \theta \in \Theta \} \) if we define \( K := \text{cone}(\Theta + \eta \text{Int} B_Y) \), then \( \bar{y} \in \text{Min}(A \mid K) \).

(iv) Assume that \( Y_0 \) has a bounded base \( \Theta \). Then \( \bar{y} \in \text{SE}(A) \) if and only if for some scalar \( \eta \) satisfying \( 0 < \eta < \inf \{ \| \theta \| : \theta \in \Theta \} \) if we define \( K := \text{cone}(\Theta + \eta \text{Int} B_Y) \), then \( \bar{y} \in \text{Min}(A \mid K) \).
Now, the result relating our Lagrange multiplier with proper minimals.

**Theorem 5.5.** Fix $y_0 \in W(0)$, let $L_{y_0}$ be the Lagrange process of $(P(0))$ at $y_0$, and assume that $Y_+$ is pointed. The following statements hold true.

(i) $y_0$ is a positive (resp. Hening global, Hening) minimal point of $(P(0))$ if and only if $y_0$ is a positive (resp. Hening global, Hening) minimal point of $(D_{L_{y_0}})$

(ii) If $Y_+$ has a bounded base, then $y_0$ is a super efficient minimal point of $(P(0))$ if and only if $y_0$ is a super efficient minimal point of $(D_{L_{y_0}})$

**Proof.** Let us denote $M := \{f(x) + L_{y_0}(g(x)) : x \in \Omega\}$. By Lemma 4.1 (ii), we have that $W(0) \subseteq M$.

The proof of statement (i) falls naturally into three parts, one for each type of proper minimal.

(a) Case of positive minimal point. Let $y_0$ be a positive minimal point of $(D_{L_{y_0}})$. By Theorem 5.4, $y_0 \in \min(M \cup Q \cup \{0\})$ with $Q = \{y \in Y : f(y) > 0\}$, for some $f \in Y_+^+$. Since $Q$ is open, applying Corollary 4.5, $y_0 \in \min(W(0) \cup Q \cup \{0\})$. Thus, again by Theorem 5.4, $y_0$ is a positive minimal point of $(P(0))$. Since the results used in our argument above are equivalences, the proof of this part is over.

(b) Case of Hening global minimal point. Let $y_0$ be a Hening global minimal point of $(D_{L_{y_0}})$. By Theorem 5.4, there exists a pointed cone $\mathcal{K}$ with $Y_+ \setminus \{0\} \subseteq \text{Int} \mathcal{K}$ such that $(M - y_0) \cap (-\text{Int} \mathcal{K}) = \emptyset$, that is, $y_0 \in \min(M \cup \text{Int} \mathcal{K} \cup \{0\})$. Applying Corollary 4.5, $y_0 \in \min(W(0) \cup \text{Int} \mathcal{K} \cup \{0\})$. Consequently, $y_0$ is a Hening global minimal point of $(P(0))$. The results used in our argument are again equivalences.

(c) Case of Hening minimal point. Let $y_0$ be a Hening minimal point of $(D_{L_{y_0}})$. By Theorem 5.4, $y_0 \in \min(M \cup Q \cup \{0\})$ with $Q = \text{cone} (\Theta + \eta \text{Int} B_Y)$, being $\Theta$ a base of $Y_+$ and $\eta$ some scalar satisfying $0 < \eta < \inf \{\|\theta\| : \theta \in \Theta\}$. Since $Q \setminus \{0\}$ is open, by Corollary 4.5, $y_0 \in \min(W(0) \cup Q \cup \{0\})$. Then, by Theorem 5.4, $y_0$ is a Hening minimal point of $(P(0))$. The results used in our argument are again equivalences.

(ii) is a consequence of case (c) above and the equality $\text{SE}(A) = \text{He}(A)$ when $Y_+$ has a bounded base (see [28]).

6. The Set Optimization Version

In this section we extend the results obtained in the previous sections to the following set-valued optimization problem

$$\min \ F(x) \text{ such that } x \in \Omega, \ G(x) \cap (z - Z_+) \neq \emptyset, \quad (P(z))$$

where $\Omega$ is a convex subset of $X$, and $F : \Omega \rightrightarrows Y$ and $G : \Omega \rightrightarrows Z$ are two set-valued maps such that $F$ is $Y_+$-convex and $G$ is $Z_+$-convex. Note that if $G$ is single-valued, the constraint in $(P(z))$ reduces to $G(x) \subset z - Z_+$ (equiv. $G(x) \leq z$), generalizing the inequalities constraints in $(P(z))$. If, in addition, $F$ is single-valued, then $(P(z))$ becomes the conventional convex vector optimization problem $(P(z))$. As a consequence, program $(P(z))$ can be seen as a set-valued generalization of program $(P(z))$. For program $(P(z))$, the graph of the feasible set-valued map in the objective space remains $Y_+$-convex. Hence all the results obtained in the preceding sections regard-
ing to problem \((\mathcal{P}(z))\) have their analogous for the set-valued program \((\mathcal{P}(z))\). Their proofs are mimetic adaptations of the previous ones and so we will omit them. However, we consider worthwhile to show the main definitions and results for the new set-valued program \((\mathcal{P}(z))\). In this framework, fixed \(z \in Z\) and adapting the notation
\[\Lambda(z) := \{x \in \Omega: G(x) \cap (z - Z_+) \neq \emptyset\},\]
\[W(z) := \bigcup_{x \in \Lambda(z)} F(x) \subset Y,\]
we say that a pair \((x_z, y_z) \in \Lambda(z) \times W(z)\) with \(y_z \in F(x_z)\) is a minimizer of the program \((\mathcal{P}(z))\) if \(y_z \in \text{Min}(W(z))\); in this case \(y_z\) is said to be a minimal point of \((\mathcal{P}(z))\). Analogously, a pair \((x_z, y_z) \in \Lambda(z) \times W(z)\) with \(y_z \in F(x_z)\) is called a weak (resp. positive properly, Hening global properly, super efficient) minimizer of the program \((\mathcal{P}(z))\) if \(y_z \in \text{WMin}(W(z))\) (resp. \(\text{Pos}(W(z)), \text{GHe}(W(z)), \text{He}(W(z)), \text{SE}(W(z))\)); in this case \(y_z\) is said to be a weak (resp. positive properly, Hening global properly, super efficient) minimal point of \((\mathcal{P}(z))\).

Next, we will define the Lagrange multiplier for \((\mathcal{P}(0))\) adapting the procedure followed to get Definition 3.7. For every point \(y_0 \in W(0)\) we define the set \(S_{Y_z}(y_0)\) following again equality (1). This set enjoys the same properties proved in Section 3. Now, for every \(h \in S_{Y_z}(y_0)\), we define the corresponding process adapting Definition 3.5 and denoting it by \(\mathcal{L}_h\).

**Definition 6.1.** Fix \(y_0 \in W(0)\). We define the Lagrange process of \((\mathcal{P}(0))\) at \(y_0\) as the closed convex process \(\mathcal{L}_{y_0} : Z \rightrightarrows Y\) such that

\[
\text{Graph}(\mathcal{L}_{y_0}) := \begin{cases} 
\bigcap_{h \in S_{Y_z}(y_0)} \text{Graph}(\mathcal{L}_h), & \text{if } S_{Y_z}(y_0) \neq \emptyset, \\
Z \times Y, & \text{if } S_{Y_z}(y_0) = \emptyset.
\end{cases}
\]

For this new Lagrangian process the following rule of Lagrange multipliers holds.

**Theorem 6.2.** Let \(X, Y\) and \(Z\) be normed spaces such that \(Y\) and \(Z\) are ordered by the corresponding cones \(Y_+\) and \(Z_+\), both having non empty interior. Take a convex set \(\Omega \subset X\), set-valued maps \(F : \Omega \rightrightarrows Y\) and \(G : \Omega \rightrightarrows Z\) such that \(F\) is \(Y_+\)-convex and \(G\) is \(Z_+\)-convex. Assume the existence of a point \(x_1 \in \Omega\) for which \(-G(x_1) \cap \text{Int } Z_+ \neq \emptyset\). Then for every \(y_0 \in F(x_0) \subset F(\Omega)\) such that \(G(x_0) \cap (-Z_+) \neq \emptyset\), there exists a closed convex process \(\mathcal{L}_{y_0} : Z \rightrightarrows Y\) such that if \(y_0\) is a minimal point of the program

\[
\text{Min } F(x) \text{ such that } x \in \Omega, \ G(x) \cap (-Z_+) \neq \emptyset, \quad (\mathcal{P}(0))
\]

then \(y_0\) is a weak minimal point of the program

\[
\text{Min } F(x) + \mathcal{L}_{y_0}(G(x)) \text{ such that } x \in \Omega. \quad (\mathcal{D}_{\mathcal{L}_{y_0}})
\]

In addition, we have the following

(i) \(y_0\) is a minimal point of \((\mathcal{P}(0))\) if and only if \(y_0\) is a minimal point of \((\mathcal{D}_{\mathcal{L}_{y_0}})\), provided either \(Y_+ \setminus \{0\}\) is open or the cone \(\text{Graph}(\mathcal{L}_{y_0})\) has a bounded base.

(ii) \(y_0\) is a positive (resp. Hening global, Hening) minimal point of \((\mathcal{P}(0))\) if and only if \(y_0\) is a positive (resp. Hening global, Hening) minimal point of \((\mathcal{D}_{\mathcal{L}_{y_0}})\), provided \(Y_+\) is pointed.

(iii) \(y_0\) is a super efficient point of \((\mathcal{P}(0))\) if and only if \(y_0\) is a super efficient minimal point of \((\mathcal{D}_{\mathcal{L}_{y_0}})\), provided \(Y_+\) has a bounded base.
Acknowledgement

We thank the referee for his/her suggestions which have helped us to improve the overall aspect of the manuscript.

Funding

The authors have been supported by project MTM2017-86182-P (AEI, Spain and ERDF/FEDER, EU). The author Fernando García-Castaño has also been supported by MINECO and FEDER (MTM2014-54182).

References