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Abstract

The use of peer review for open-ended activities has advantages for both teachers and students. Teachers might reduce the workload of the correction process and students achieve a better understanding of the subject by evaluating the activities of their peers. In order to ease the process, it is advisable to provide the students with a rubric over which performing the review of their peers; however, restricting themselves to provide only numerical scores is detrimental, as it prevents providing valuable feedback to others peers. Since this review produces two modalities of the same evaluation, namely numerical score and textual feedback, it is possible to apply automatic techniques to detect inconsistencies in the evaluation, thus minimizing the teachers' workload for supervising the whole process. This paper proposes a machine learning approach for the detection of such inconsistencies. To this end, we consider two different approaches, each of which is tested with different algorithms, in order to both evaluate the approach itself and find appropriate models to make it successful. The experiments carried out with 4 groups of students and 2 types of activities show that the proposed approach is able to yield reliable results, thus representing a valuable approach for ensuring a fair operation of the peer-review process.
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1. Introduction

Quite often, teachers have to face overcrowded classrooms (Shin & Teichler, 2014), which limits the possibility of carrying out certain activities because of the heavy workload that they involve. The use of computer tools may alleviate teacher’s workload when dealing with this situation. For example, closed-answer activities can be easily corrected automatically, since the teacher should only prepare questions and specify the expected answers. Nevertheless, restricting students to closed-answer activities can be detrimental, as benefits of open-ended works, such as stimulating the originality or practicing the wording, are not taken into account. In turn, such open-ended works might represent unmanageable correction workload for the teacher, especially in the aforementioned overcrowded classroom scenario.

A widely considered alternative to mitigate the correction workload is to resort to peer assessment (PA) among students (Kulkarni et al., 2013): students evaluate the work of their classmates from which an aggregate grade is obtained. Such paradigm is not only ideal for reducing the teacher’s workload, but it also allows students to learn from alternative solutions to the same problems proposed by their peers (Nicol et al., 2014). It is important to emphasize that PA by itself does not prevent the teacher from being involved in the correction process, since he or she is eventually responsible for the students to get a fair grade. However, the fact of obtaining several evaluations of the same work allows the use of statistical tools that help the teacher, as for instance by taking care of only those works in which there is no consensus among assessors (Author/s, 20xx) and avoiding self-assessment (Falchikov & Goldfinch, 2000).

In order to facilitate the process, the teacher can provide a set of evaluation rules (rubric) (Panadero et al., 2013), so that the PA process is not totally free but the students have to restrict themselves to evaluating specific aspects of the works, as well as being forced to provide a numerical score for each activity. However, it is interesting that the evaluation also includes a textual review that can serve as feedback to the students evaluated, as well as forcing the assessors...
to clarify the reasons why such numerical score is determined (Li et al., 2016).

Interestingly, this means that the evaluation of each activity yields a double evaluation, namely numerical and textual ones. Numerical values represent the score given to the section being evaluated — similar to a Likert scale — and the text expresses suggestions for improvement. This duality represents an interesting scenario to detect inconsistencies between both scores proposed by the assessor, as for instance assigning a low score when the textual feedback indicates that everything is correct or assigning a high score when the textual feedback includes several suggestions to improve. Detecting this type of inconsistencies is a key step to ensure a greater fairness in the process, yet doing it manually would represent a heavy workload for the teacher. That is why in this paper we propose a system to perform this detection automatically using machine learning systems.

In our work, we have evaluated several techniques that are commonly used in the natural language processing (NLP) area to perform opinion mining or sentiment analysis, with the aim of estimating which numerical score would correspond to a specific textual feedback. Recent advances in NLP techniques suggest that their application to textual answers in the PA process is promising (Young et al., 2018). Our experiments, based on two different activities and around 1000 revisions, show that the approach is promising, and with the use of appropriate models very low error rates are attained. Our approach is postulated as an interesting tool to help teachers in a PA process with overcrowded classrooms, making them only have to pay attention to certain evaluations — those in which our system predicts a very different value to the one proposed by the assessor.

The rest of the article is structured as follows: Section 2 contextualizes the current work; Section 3 explains the NLP-based approaches considered; Section 4 details the experimental setup; Section 5 presents the results obtained; Section 6 elaborates on the the main outcomes of our work; and finally, Section 7 concludes this paper and introduces some avenues for future research.
2. Contextualization

In closed answer activities it is usual to present only one correct answer. This feature allows an automated correction in a relatively straightforward manner (Wang et al., 2008). Some examples of these tasks have been successfully put into practice in the field of programming courses (Ala-Mutka, 2005), algebra (Pacheco-Venegas et al., 2015), or in any multiple-choice evaluation tests.

Activities of open-ended works do not have a predefined answer, and can generally admit many valid solutions. This is why their correction involves a significantly greater effort than the correction of closed-answer works, and it is not straightforward to resort to automatic correction technologies (Bennett et al., 1997). Furthermore, when the teacher wants to provide feedback to students about their activities — which might help during the learning process — the whole effort becomes unmanageable in overcrowded classes (Kulkarni et al., 2013). Within this context, PA is typically considered as an option to reduce such correction workload. In this case, open-ended tasks are evaluated directly by other students, with some additional benefits for themselves such as knowing different solutions to the same problem (Panadero & Brown, 2017) or being provided by a set of timely and useful feedback from their peers (Mulder et al., 2014).

PA certainly makes it easier to correct open-ended works. However, in a classroom context, assessors are other students who may not have clear assessment criteria. In these situations, it is usual to provide a rubric as a guide to facilitate the evaluation of the work itself and to standardize the criteria (Anglin et al., 2008). In addition, it has been reported that the use of rubrics has a positive influence in the students’ learning process (Panadero & Jonsson, 2013; Brookhart & Chen, 2015). However, although using PA conducted by rubrics facilitates certain tasks, the teacher’s involvement is still needed throughout the process, both in preparing the rubrics for evaluation and in monitoring deliveries to ensure that there is no fraud or correction errors.

There are some previous attempts that have exploited this PA scenario in
order to reduce teacher’s workload. Moodle includes a module to handle PA: works are uploaded to the platform, and each work is automatically assigned to a fixed number of assessors; after each assessor provides a numerical score, and then the final score is computed as the median. The work of Author/s (20xx) presents a statistically-based methodology for evaluating both the students’ activities submitted, as well as the quality of the work done by the assessors. In the work of Luaces et al. (2018), matrix factorization techniques are used to provide both consistent grades and feedback to the students, and at the same time reducing the burden of the students in the whole process.

Furthermore, nowadays it is becoming increasingly common to find publications exploring the possibility of applying machine learning (ML) techniques — an area of artificial intelligence that studies how computers can learn from data — in the educational context (Barnes et al., 2017). For example, to predict the academic success of students in introductory programming courses (Costa et al., 2017), to predict whether students will successfully complete their college degree (Daud et al., 2017), or to predict the selection of courses for a student in higher education (Kardan et al., 2013). There has been attempts to build ML methods for the automatic correction of open-ended works with the use of NLP (Noorbehbahani & Kardan, 2011; Xiong et al., 2012). However, their behaviour is still far from being robust and reliable.

Our paper presents a tool to help during the PA process of open-ended works, with the aim of automatically detecting inconsistencies between the numerical score and the textual feedback provided by the assessor. Our methodology is based on the use of a fixed rubric, which includes several sections for an activity. Each section focuses on a specific part of the work, which must be filled in with a Likert level scale and an open-text field with the suggestions that the assessor considers (e.g. ‘everything is correct’, ‘this should be improved’, ‘the answer is not complete’, etc.). Given a corpus of pairs (numerical score, textual feedback), an ML-based NLP model should be able to learn the numerical score that should correspond to a specific textual feedback. Such model could be then used to detect inconsistencies, and make the teacher pay attention to and correct — if
necessary — only those reviews.

3. Natural language processing approaches

In this paper we consider ML algorithms for NLP in the context of textual feedback provided during a PA process. In general, ML is based on using examples of the task to be solved along with their corresponding expected predictions (usually referred to as ground-truth data in the computer-science literature). Using ML is known to be beneficial when generalizing the performance of the system in different contexts and activities, as opposed to hand-crafted heuristics.

The techniques that we consider are widely used in other NLP areas such as sentiment analysis or opinion mining. In our case, we want to detect automatically whether a textual feedback corresponds to a good or bad opinion of the activity under evaluation. These techniques usually consider millions of examples to train the predictive systems. Here, we shall study the behaviour of these algorithms in a context of about a few thousand different words, yet applied to a restricted domain according to the activity in the PA process based on rubrics. To build the ground-truth data set with which to train the systems, we shall use the textual feedback provided during the review as input and the numerical score proposed by that assessor as output.

In order to facilitate the analysis task by the aforementioned techniques, it is common to represent words with unique identifiers (integers) to handle the text as a sequence of numbers. To make these identifiers actually useful for our system, a basic pre-processing of the original text is advisable to make the system more robust. The pre-processing involves steps such as uncapitalizing words, removing special characters or punctuation marks, and replacing original words by their lexemes (see Fig. 1 up).

The sentences to be processed by the system are reduced to a variable-length sequence of identifiers. Prediction systems require that the input consists of a vector of fixed dimensions (Duda et al., 2001), so the previous situation represents an obstacle. To solve the arbitrary length of the input sentences, two
The licenses are right.
The license is right.
Error in the license citation.
License citation is not correct.

Figure 1: A toy example with a few text samples preprocessed (up); unigrams extraction (middle); bigrams extraction (bottom).

approaches will be studied (see Fig. 2). The first one uses recurrent models — which are capable of processing sequences of variable size — to convert any input sequence into a vector of fixed dimensions, which must contain discriminative features for the task at issue. The second one uses a direct prediction with Deep Neural Networks (DNN), that are context-aware models capable of taking decisions based on the relationship among features — words in this case. As most of these models also require fixed-length input entries, we shall consider the padding trick in which all sequences are converted into a fixed size by either trimming the surplus words or by filling in the sentences with null words.

Once the NLP model has been properly trained, it can be used to predict the numerical score that should be associated with a textual feedback. However, this approach must be understood as an aid to the teacher, and not as a fully-autonomous system. When it comes to putting it into practice, if the proposed
Figure 2: Different approaches to predict the numerical score from the textual feedback. Up, two-step approach: from text to latent space and then prediction with a regression model. Down, one-step approach: from text to direct prediction using Deep Neural Networks.

If the numerical score and the score predicted by the NLP model agree, then we may trust such score. Otherwise, the teacher must be notified so as to manually verify those assessments where the inconsistency surpass a certain threshold. In the experimental section, we will study the impact of such threshold as regards the final score assigned to the student and the number of times the teacher is notified to manually review an assessment. In addition, this proposal is compared with two other approaches to deal with the same scenario.

Below, we explain in detail the two general NLP approaches considered to predict a numerical score from the textual feedback, along with the specific techniques chosen for performing such prediction.

3.1. **Sentence embedding and prediction**

There are some algorithms like *word2vec* — created by a research group at Google and explained by other researchers (Goldberg & Levy, 2014) — or *Glove* (Pennington et al., 2014), that generate a vector space where words that share a common context are close to each other. These so-called *embedding*
vectors have advantages compared to earlier algorithms (Mikolov et al., 2013) such as latent semantic analysis (Dumais, 2004).

An evolved algorithm following the same idea is able to represent full pieces of text like sentences, paragraphs or documents onto a embedded numerical space. This algorithm is called doc2vec (Le & Mikolov, 2014) (D2V from now on). For this richer text representation, the embedding space has better performance than classic algorithms based on bag of words (Sinoara et al., 2019). This makes it possible to tackle problems such as the direct classification of texts (Stein et al., 2019) or sentiment analysis (Rezaeinia et al., 2019) with more promising results.

The approach presented in this subsection is to apply D2V to each textual feedback of the PA in order to obtain a vector representation in such a restricted domain (all appearing words are closely related to a specific section of an activity). This representation will be used as input features of a prediction algorithm to estimate the expected score of that part of the activity (see upper part of Fig. 2).

In machine learning, algorithms that predict a continuous numerical value (rather than a discrete category) are known as regression models or regression systems. For this reason, we have selected a series of regression algorithms based on different strategies to cover the greatest number of approaches to the problem and thus being able to decide which of them is more appropriate.

The algorithms considered for this approach are presented as follows, along with a brief description:

- **K-Nearest Neighbors (kNN)** (Cover & Hart, 1967): it computes a numerical value based on the $k$ (parameter) nearest samples of the training set. It interpolates the final prediction based on the proximity of that neighbors according to the Euclidean distance. In our case, the parameter $k$ was fixed to 3 due to its good results in preliminary experiments.

- **Support Vector Machine (SVM)** (Drucker et al., 1997): these algorithms are divided into two steps: the first one is to project the original features onto another space in which the predictions become linearly separable.
(typically using radial or polynomial transformations), and the second step is to learn a prediction of the samples in such projected space with the aim of maximizing the margin to the decision boundaries.

- **Decision tree** (Breiman, 2017): this model predicts the value of a sample by learning simple decision rules in the form of a tree. The tree is built from the training data, considering just one feature per rule.

- **Random Forest** (Breiman, 2001): it builds multiple decision trees in order to combine all predictions for a more robust behaviour.

- **Neural Network (Multilayer Perceptron)** (Hinton, 1990): it is the traditional neural network where all its layers are fully connected to each other.

### 3.2. Direct prediction with DNN

Recently, DNN have improved the performance in difficult machine learning problems (Goodfellow et al., 2016). In particular, different network architectures have been used for natural language processing problems such as sentiment analysis or opinion mining (Glorot et al., 2011; dos Santos & Gatti, 2014).

When using DNN for NLP tasks, it is common to place an *embedding* as first layer. The embedding layer is expected to learn to map any word identifier onto a space in which words that are related — for the task at issue — become represented by neighbouring vectors. This first layer depends on parameters such as the number of unique words or the vocabulary used, the dimension of the target vectors, and the maximum length of the sequences to be processed.

In the case of these experiments, we shall not only consider sequences of unique words (unigrams) but also represent the input as a sequence of bigrams, for which each pair of consecutive words are grouped together to form a unique identifier (see Fig. 1 middle and bottom). This allows us to check whether grouping words helps to improve the predictive power.

Regardless of the use of unigrams or bigramas, different neural architectures were tested to determine their suitability for the problem at hand:
• *Long short-term memory (LSTM)*: This is a type of recurrent neural network unit (Hochreiter & Schmidhuber, 1997), which is mainly used in sequence analysis (Rumelhart et al., 1986) as well as in language modeling problems (Sundermeyer et al., 2012).

• *LSTM with attention mechanisms (LSTM+att)*: The attention mechanism helps the neural network to learn which parts of the input should be weighted in each case, with the intention of both helping convergence during learning and attaining a better performance (Vaswani et al., 2017).

• *CNN+LSTM*: This combination aims to extract the most relevant features of the sequence with a first convolutional layer, and then process its sequence representation with an LSTM layer.

As introduced above, all these models are complemented by an embedding layer, which is placed before the rest of the layers.

4. Experimentation

The experiments were conducted on a set of data extracted from two different activities in introductory computer-science courses. The topics considered for each of the activities were:

• **Activity 1. Creative Commons licenses**; In this activity, students have to choose a topic and search for five images on the Internet that satisfy a series of requirements concerning licenses. For this reason, the rubric also contains five sections, each of them dedicated to compiling the level of resolution of the task. Each section contains a text field for the assessor to fill in suggestions or observations for improvement.

• **Activity 2. Webquest**: In this case, a topic must be chosen and the corresponding steps must be taken to create a webquest in a correct way so that the contents are well structured, easily navigable, the material used is correctly cited, and the credits are properly presented. The rubric for
this activity contains seven sections with several numeric fields per section and a text field for suggestions similar to the previous activity.

The correction rubrics used in our experiments are based on those described in Author/s (20xx). However, we have extended them to allow for including the textual feedback required by our approach. We collected new data from four different groups, consisting of a total of 354 students who submitted 176 works and conducted 1,925 revisions. An overview of the test case is given in Table 1. Additionally, in appendix Appendix A a topology description is detailed (Topping, 1998).

The experiments as regards the automatic detection of inconsistencies were performed in two ways: the first considers a single model for all sections (denoted as “All” in the tables) of the same activity, and the second considers a separate model for each section of the rubric of each activity (denoted as “Sections”).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Graders</th>
<th>Works</th>
<th>Revisions</th>
<th>Rubric sections</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Creative Commons</td>
<td>175</td>
<td>91</td>
<td>956</td>
<td>5</td>
</tr>
<tr>
<td>2. Webquest</td>
<td>179</td>
<td>85</td>
<td>969</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the PA process considered as our test case.

Concerning the statistics of the corpora of textual feedback, Table 2 shows a summary of the text length in words, unique words and number of samples per activity for both unigrams and bigrams. As regards the number of words per sentence, we also include some statistical metrics for the sake of the analysis.

We can see that the average lengths of words per sentence in activity 1 are approximately half than in activity 2. This may be caused because the second activity is more complex and the suggestions are therefore longer. The Q1 is zero, since it corresponds to empty feedback when the activity is totally correct — according to the assessor — and there is no need for suggestions or observations. We can observe very high values in the max field, because there are some textual feedback that is extremely verbose. When taking into account
all sections of the activity, there is approximately twice as much vocabulary (unique words) as for the cases separated by sections.

A cross validation scheme with 10 folds (10-CV) was used. Mean absolute error (MAE) was used to measure the accuracy of the results obtained from the predictive algorithms. This metric was chosen because of its easy interpretation in this teaching context, as it represents the absolute difference between the automatic prediction and the actual value. Therefore, the lower the MAE, the better the model.

In the next section, we will evaluate the MAE obtained by the different approaches considered with respect to the numerical value expected for each textual feedback. This will allow us to find the best model to detect the inconsistent answers given by the students. In Section 5.2, we will discuss the effect of incorporating this method in a real PA case of study.

4.1. Experimental setup

To obtain the results of each activity we initially fix a series of parameters for the models. The specific configuration of each model was experimentally determined, yet inspired by experiments proposed in similar tasks.

The D2V transformation is built using *gensim* toolkit \(^1\) (v3.4), that implements the *distributed memory* approach described in the work of Le & Mikolov (2014). We set the dimension of the embedding space to 10. All the regression algorithms introduced in Section 3.1 were implemented using the *Scikit-learn* package (v0.19) (Pedregosa et al., 2011). Default parameterization was considered, except for the kNN algorithm for which the \(k\) parameter was set to 3.

Concerning the deep models, let us recall that neural networks algorithms are tested using both unigrams and bigrams as inputs, and that we need the *padding* trick to make all sentences be of the same length. In the case of unigrams, the length was fixed to 80 words; in the case of bigrams, the length was fixed to 318

\(^1\)http://pypi.org/project/gensim/
<table>
<thead>
<tr>
<th>n-gram</th>
<th>Activity</th>
<th>Section</th>
<th>Unique words</th>
<th>#examples</th>
<th>Number of words per sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Avg(std)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>614</td>
<td></td>
<td>5.9(8.5)</td>
<td>0 1 2 9 78</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>567</td>
<td></td>
<td>4.9(7.3)</td>
<td>0 2 2 7 46</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>595</td>
<td>956</td>
<td>4.9(7.6)</td>
<td>0 2 2 7 52</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>554</td>
<td></td>
<td>5.2(7.8)</td>
<td>0 2 2 7 54</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>591</td>
<td></td>
<td>5.3(7.4)</td>
<td>0 2 2 8 46</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>1103</td>
<td>4780</td>
<td>5.2(7.7)</td>
<td>0 0 2 7 78</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>749</td>
<td></td>
<td>7.8(9.5)</td>
<td>0 2 4 11 102</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>668</td>
<td></td>
<td>7.3(8.3)</td>
<td>0 2 4 10 65</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>764</td>
<td></td>
<td>9.5(10.3)</td>
<td>0 2 6 12 79</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>768</td>
<td>969</td>
<td>10.2(11.1)</td>
<td>0 3 7 14 109</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>680</td>
<td></td>
<td>7.9(8.9)</td>
<td>0 2 5 10 70</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>651</td>
<td></td>
<td>6.4(7.3)</td>
<td>0 2 3 9 52</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>675</td>
<td></td>
<td>9.7(10.4)</td>
<td>0 2 6 13 97</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>1653</td>
<td>6783</td>
<td>8.4(9.6)</td>
<td>0 2 5 11 109</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2985</td>
<td></td>
<td>11.1(16.8)</td>
<td>0 2 3 17 155</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2572</td>
<td></td>
<td>9.1(14.2)</td>
<td>0 3 3 13 91</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2622</td>
<td>956</td>
<td>9.1(14.9)</td>
<td>0 3 3 13 103</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2569</td>
<td></td>
<td>9.8(15.3)</td>
<td>0 3 3 13 107</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2772</td>
<td></td>
<td>10.0(14.6)</td>
<td>0 3 3 15 91</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>6921</td>
<td>4780</td>
<td>9.8(15.2)</td>
<td>0 3 13 15 155</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4048</td>
<td></td>
<td>14.7(19.0)</td>
<td>0 4 7 21 203</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3634</td>
<td></td>
<td>13.6(16.5)</td>
<td>0 3 7 19 129</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4445</td>
<td></td>
<td>18.0(20.6)</td>
<td>0 3 11 23 157</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4738</td>
<td>969</td>
<td>19.4(22.2)</td>
<td>0 5 13 27 217</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3616</td>
<td></td>
<td>14.8(17.9)</td>
<td>0 3 9 19 139</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3214</td>
<td></td>
<td>11.9(14.5)</td>
<td>0 3 5 17 103</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3789</td>
<td></td>
<td>18.4(20.8)</td>
<td>0 3 11 25 193</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>14874</td>
<td>6783</td>
<td>15.8(19.1)</td>
<td>0 3 9 21 217</td>
</tr>
</tbody>
</table>

Table 2: Statistics on the corpora of textual feedback considered in our experiments.
<table>
<thead>
<tr>
<th>Network</th>
<th>Topology</th>
</tr>
</thead>
</table>
| LSTM | Embedding(embedding_dim=10)  
LSTM(64)  
LSTM(64) |
| LSTM+att | Embedding(embedding_dim=10)  
AttentionLayer()  
LSTM(64)  
LSTM(64) |
| CNN+LSTM | Embedding(embedding_dim=10)  
Convolution1D(filters=256, kernel_size=3)  
MaxPooling1D(pool_size=4)  
LSTM(64)  
Dense(10) |

Table 3: Parameters of the DNN architectures used in the experiments. Embedding(embedding_dim = d) refers to an embedding layer that maps every input onto a projected space of d dimensions; Convolution1D(filters = f, kernel_size = k) denotes a 1D-convolution operator of f filters and kernel size of k; MaxPooling1D(pool_size = p) represents a down-sampling operation of the dominating value within a 1D-window of size p; LSTM(n) means a Long Short-Term Memory unit of n neurons; Dense(n) denotes a fully connected layer of n neurons; AttentionLayer() refers to the layer implementing an attention mechanism. The size of the vocabulary and the length of the input sequences are determined for each case according to Table 2.

120 words. All our neural models consider a first embedding layer to map the unique word (unigram or bigram) identifiers onto a feature space. In both cases, the dimensionality of the feature space was fixed to 10.

The deep neural models were implemented under Keras framework\(^2\) (v2.2.4). The specific configuration of the architectures introduced in Section 3.2 is detailed in Table 3.

\(^2\)https://keras.io/
The learning of the network weights is performed for a maximum of 200 epochs using stochastic gradient descent (Bottou, 2010) with a mini-batch size of 8 samples, considering the adaptive learning rate proposed by Kingma and Ba (Adam) (Kingma & Ba, 2014) (with default parameterization). We also follow an early stopping strategy, and so the training process is stopped if the training loss does not decrease after 5 epochs.

5. Results

Our experiments are divided into two parts: our first experimentation reports the capability of each NLP approach to accurately predict a numerical score from a textual feedback. Then, we carry out a goal-directed evaluation with the most accurate model. This evaluation further elaborates on the integration of the proposed method and its impact in the implementation of a computer-aided PA process.

5.1. Evaluation of the score computed from the textual feedback

In this first experiment, we simply check which is the model that is capable of obtaining a more accurate prediction of the numerical value that corresponds to a certain textual feedback. The results of this experiment can be consulted in Table 4 (Activity 1) and 5 (Activity 2). It can be generally checked that both main approaches — the one based on the use of the D2V algorithm with a predictor and the one based on DNN — are able to learn from our data, as all results are quite fair.

The first thing we want to emphasize is that the choice of training the models with all the sections at once (column All) or for each section specifically (summarized in the column Avg) is dependent on the approach and activity considered. On the one hand, in activity 1 both approaches seem to prefer to train with all the sections at once, since results are generally better. However, the opposite phenomenon is reported in the case of activity 2 for the D2V approach.

If we look into the specific results with more detail, the approach based on DNN obtains generally better results in our experiments than the approach
based on D2V, always attaining the lowest rates in both activities. It should be noted the use of LSTM with 2-grams in this context, since it reports the most accurate behaviour with 0.22 and 0.23 MAE figures in activity 1 and 2, respectively. The use of a CNN combined with LSTM, however, seems to be detrimental for this task (0.25 and 0.25, at best).

In the case of the approaches based on D2V, the best results are obtained mainly by kNN, yet far from the best results: 0.35 in both activities. Since this algorithm is based on the proximity of feature vectors, its goodness points out to the fact that the D2V process actually groups the sentences with a similar meaning in a close region of the embedded space. The rest of the regression algorithms behave much worse, except for SVM (0.42 and 0.37) and Neural Net (0.45 and 0.40).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Rubric sections - Activity 1</th>
<th>Avg(std)</th>
<th>All(std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Doc2Vec +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kNN</td>
<td>0.41</td>
<td>0.38</td>
<td>0.36</td>
</tr>
<tr>
<td>SVM</td>
<td>0.42</td>
<td>0.37</td>
<td>0.39</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.47</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.50</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>Neural Net</td>
<td>0.47</td>
<td>0.42</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Embedding +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM 1-gram</td>
<td>0.29</td>
<td>0.25</td>
<td>0.29</td>
</tr>
<tr>
<td>LSTM+att 1-gram</td>
<td>0.35</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td>CNN+LSTM 1-gram</td>
<td>0.50</td>
<td>0.45</td>
<td>0.47</td>
</tr>
<tr>
<td>LSTM 2-gram</td>
<td>0.31</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td>LSTM+att 2-gram</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>CNN+LSTM 2-gram</td>
<td>0.49</td>
<td>0.48</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>0.29</td>
<td>0.25</td>
<td>0.28</td>
</tr>
<tr>
<td>Max</td>
<td>0.50</td>
<td>0.48</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 4: Mean of MAE obtained after the application of the algorithms to Activity 1 with the 10-CV technique. The best average results are marked in bold type. The smaller the number the better the result.
In spite of all the above, it is true that most of the reported values fall into narrow ranges of MAE, which might question the statistical significance of the differences among the considered models. In order to verify these results, the Wilcoxon test (Wilcoxon, 1945) was used to determine which results are significantly better with a certain confidence. Figure 3 shows a pairwise comparison of statistical significance among all considered models for both activities. It can be checked that the aforementioned conclusions are confirmed here: (i) it is usually better to train the models joining the data from all sections, (ii) the approaches based on DNN are generally better than those based on D2V, and (iii) the LSTM with 2-gram represents the best choice as regards the specific model.
Figure 3: Wilcoxon signed-rank test applied to algorithm pairs. The green (darker) cells mean that the algorithm of the row is significantly better (with a 95% of confidence) than the algorithm of the column. **All** represents a model training with all sections joined; **Sections** represents the average of training one model per section.

### 5.2. Goal-directed evaluation

In this section we further analyze the results of the best model obtained in the previous experiment (LSTM 2-gram). The purpose here is to analyze how similar is the score obtained automatically by the best approach with respect to the assessment made by the instructor (expert). For the sake of experimentation, all the works considered were also reviewed manually by a teacher to obtain the
real score that should be assigned to each section of each activity. We can then perform a goal-directed evaluation of our approach, i.e., comparing the MAE of the evaluations obtained by PA with respect to those assigned by the teacher, as well as the number of times the teacher is required to verify manually a certain assessment. Note that, when the teacher manually corrects a certain assessment, the overall MAE is reduced — since the teacher assigns the note that must be assigned — at the expense of making more revisions.

For the sake of comparison, we also consider the methodology proposed in Author/s (20xx) for the same purpose, which is based on making teachers manually look into those students’ assessments that are found to be statistical outliers. Additionally, we consider a combined methodology that makes the teacher assessment both the scores marked by our system and those marked by the above-mentioned work based on outliers. The comparison of final MAE and % of required manual reviews is illustrated in Fig. 4.

As can be seen with the new approaches, the error made regarding the score assigned by the expert is considerably reduced, being the combined approach the one that obtains the best results. This best result is obtained at the cost of some more effort for the teacher. However, the best results are obtained with a threshold between 0.5 and 1, without having to review many more scores. For example, for activity 1 and a threshold of 0.5, the error is reduced by half (from 0.13 to 0.06) by checking less than 20 % of the scores manually. For activity 2 and the same threshold, we managed to reduce it to less than half (from 0.16 to 0.07) but needing to review a little more (39 %). In this case, the highest percentage of revisions may be due to the complexity of the activity, which has a greater number of subjective questions. In any case, these figures also show a relevant advantage of our approach: the flexibility it provides based on the threshold to be set.

In order to complete this analysis, Table 6 reports some examples of the discrepancies detected by the network for the two activities. In some cases, the textual feedback points out some important error of the activity but the student assigns the highest grade, whereas some other cases report a student saying that
Figure 4: Effect of the teacher’s manual verification over those reviews detected by the approach presented in this paper, the approach proposed in Author/s (20xx), and a combination of both.

everything is correct but nonetheless assigns a low score.

6. Discussion

As mentioned in previous sections, the proposed method represents a useful tool for performing the PA process in a semi-automatic way. Actually, the final evaluation is close to that of the teacher manually reviewing all the works, but reducing the workload to only review a small percentage of them (those whose revisions have been automatically marked as inconsistent). However, when taking our approach to a real scenario, a series of considerations must be first taken into account.

Concerning the PA configuration followed for our approach, it is widely
known that it has clear advantages (Van Zundert et al., 2010; Panadero et al., 2018; Dochy et al., 1999). On the side of the students, they gain a formative experience by correcting other activities, since they can see other ways of solving the same problem and the main mistakes that other peers make. They also have to work with a rubric that provides the correction criteria, which makes them realize the important aspects to take into account. However, this type of PA

<table>
<thead>
<tr>
<th>Num. score</th>
<th>LSTM 2-gram</th>
<th>Student suggestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.6</td>
<td>Everything is correct but as in the first image, the link does not let me access the image.</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>Everything is correct / No suggestions.</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>The image is suitable for the topic.</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>I consider this is very complete and original.</td>
</tr>
<tr>
<td>3</td>
<td>1.1</td>
<td>In my opinion, there is a lack of introduction explaining why the topic was chosen. The image itself is fine, but the license was CC-Attribution. The only condition was to reference the author and they have used an NC license as well. They wronged the license.</td>
</tr>
<tr>
<td>3</td>
<td>1.3</td>
<td>The presentation is not that original.</td>
</tr>
<tr>
<td>1.3</td>
<td>3</td>
<td>I think the presentation and the topic were fun and original.</td>
</tr>
<tr>
<td>1.3</td>
<td>3</td>
<td>The image is nice, as well as the others, and very appropriate for the topic.</td>
</tr>
<tr>
<td>3</td>
<td>1.7</td>
<td>The text reference was correct but not the graphic’s one.</td>
</tr>
<tr>
<td>3</td>
<td>1.7</td>
<td>The link is wrong, as in the others.</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>There is a powerpoint that I cannot access.</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>The links cannot be accessed directly.</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>The bibliography is not included.</td>
</tr>
<tr>
<td>2.5</td>
<td>0.4</td>
<td>The evaluation is not complete.</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>No comments.</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>Everything right.</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>Missing bibliography. Missing author, topic, and level.</td>
</tr>
<tr>
<td>1.5</td>
<td>3</td>
<td>The site is correct.</td>
</tr>
<tr>
<td>3</td>
<td>1.8</td>
<td>The design is simple and there are no links to next pages.</td>
</tr>
<tr>
<td>2.5</td>
<td>1.4</td>
<td>There is no information about the contents that students must learn.</td>
</tr>
</tbody>
</table>

Table 6: Some examples of the discrepancies between the model prediction and the numerical score provided by the students for the two activities.
approach is not suitable for all types of scenarios. It could be applicable only to those open-ended activities that can be assessed using a Likert scale and include a low percentage of subjective questions (as analyzed in Author/s (20xx)).

The teachers’ workload reduction provided by implementing a PA system has been contested in empirical research, such as in Panadero & Brown (2017), where the participants did not experience PA as saving their time. However, in this study there were no indications on how they implemented the PA, which is crucial to analyze the teachers’ workload. In our study case, the time saving was significant, given that for the collection of assessments, online forms were used that automatically stored the results in a dataset. Thus, it became automatic to apply the proposed approach. However, a system of this type is not easy to put into practice (although once done, it can be reused). Therefore, another important factor to consider is the number of students over whom it will be applied, given that if they do not represent overcrowded classes—and if an online assessing system of this type is not available—it is possible that the temporary saving is not significant.

Since our method is based on machine learning, it has the advantages and disadvantages associated with this discipline: a wider generalization in the methodological aspect—the same approach can be easily reused—but it needs annotated data of the specific application domain at hand. However, there are ways to mitigate the latter, such as resorting to fine-tuning techniques: starting with a pre-trained model and adapting it with (few) data of the application topic. This workflow has been widely validated in the ML community, although it is difficult to calibrate a priori how much new data will be needed. Likewise, the required threshold to establish an inconsistency is hard to set uniquely for all possible scenarios; instead, we consider that the threshold could be dynamic, allowing the teacher to modify it according to the experience and needs.

Another important aspect to analyze about our proposal is the length of the comments given by the assessors. In our case of study, these comments were relatively short (see Table 2). This is mainly because we considered a simple evaluation rubric, which divided the activity into small parts for a more
controlled scenario. Short texts usually express a single concept or idea, which should help to determine their positivity or negativity automatically. However, they also lack of contextual information and so their actual understanding is not straightforward.

It is worth mentioning that the literature reveals that there are many NLP approaches that work well for sentiment analysis applied to short phrases (such as tweets) with very good results, whose results are not that good with longer sentences (Jianqiang et al., 2018; Arif et al., 2018; Zhang et al., 2018). For this reason, a crucial aspect in our proposal is to prepare a rubric that divides the assessment into small parts so as to ask questions about very specific aspects that can be answered shortly.

In addition, with the intention of obtaining good assessments and that students make an effort to assess correctly, it is also advisable to give a reward for carrying out the process correctly. In other words, not only assessing, but assessing correctly. In our case, 30% of the final grade of the student was granted for assessing correctly, given that, in addition, the proposed system allows to automatically detect when a assessment is not consistent or has assigned a score considered outlier according to the distribution of assessments made.

7. Conclusions and future works

In this work we assume a PA scenario for overcrowded classrooms, in which students evaluate their peers based on a series of sections of a rubric. The assessor is asked to assign a numerical score in each section, as well as a textual feedback that complements the decision made. For students, this procedure is beneficial since they acquire a greater knowledge about the activities because they have to evaluate those of their classmates, while generating valuable feedback. This scenario allows us to consider an automatic detector of inconsistencies between the numerical score and textual feedback provided by the assessors, via natural language processing techniques. The actual objective is to avoid that teachers have to look into every single evaluation of the PA, but
just those in which inconsistencies are detected, thereby relieving their workload in the case of the aforementioned overcrowded classrooms.

Two different approaches have been presented in this paper to find inconsistencies. The first approach is based on finding a neutral embedded space for the textual answers that will be used as input for a regression algorithm that predicts the numerical score value associated with the processed text. In this case, D2V is used as an algorithm to embed the text in a vector space (also called latent space) that serves as input to several regressors belonging to different families of algorithms, that predict the final numerical score. The second approach performs the entire process using directly the text as input (sequence of words in the form of unigram or bigram) and the expected numerical score for the revised section as output, using different types of neural networks that have obtained very good results in similar tasks.

In the first case, kNN obtains the best results, which confirms the good performance of the D2V algorithm as the distribution of the embedded space is correctly used. But the second approach with recurrent networks as LSTM obtains the best global results with a MAE of 0.22 for activity 1 and 0.23 for activity 2. In addition, according to the significance tests, LSTM-based networks with 1-gram or 2-gram results are superior to the rest of the considered algorithms.

This paper shows how neural networks can be successfully used in restricted contexts (such as PA guided by a rubric) with a reasonable number of training samples (around a thousand per section) to detect inconsistencies between numerical and textual scores in the PA results. This process assists the teacher in his work of reviewing answers and helps him to focus attention on cases of inconsistency to take appropriate actions. In addition, the results obtained by applying the proposed methodology on different activities and several groups of students demonstrate how it is able to attain accurate results by reviewing only a low percentage of the works. This methodology is indeed similar to the case where the teacher reviews all the works manually, yet with a much lesser effort.

There might be some promising avenues for future work as regards technical
issues, with which to improve the accuracy of the system. We believe, however, that the most promising idea is to shift the approach towards interactive learning. When the system detects an inconsistency, the teacher must manually check what happened. If it turns out that everything was correct — because the system has found an inconsistency that is not such — the teacher could mark it, using this information to feedback the system so as to learn from human corrections.

Another interesting extension would be to integrate an online assistant into the form that would check the score and the feedback typed by the assessor to raise a warning when an inconsistence is detected. In this way, two advantages would obtained: the assessor would be able to double check the section before submitting his assessment, and the instructor would have fewer inconsistencies to review.
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Appendix A. Pair assessment topology description

In peer assessment, activities do not exist in isolation. Peer evaluation is conducted in settings and activities that involve decisions regarding the use of peer assessment: the link between peer assessment and other elements of the learning environment, peer interaction, the composition of assessment groups, the management of the evaluation process, and contextual elements. Actually, there have been identified 17 different variables within the PA topology (Topping, 1998). Table A.7 summarizes the descriptions of these variables for the experiments conducted in this study.
<table>
<thead>
<tr>
<th>#</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Curriculum subject</td>
<td>a) Creative Commons licenses; b) Webquest</td>
</tr>
<tr>
<td>2</td>
<td>Objectives</td>
<td>Staff saving time and students cognitive gains</td>
</tr>
<tr>
<td>3</td>
<td>Focus</td>
<td>Formative orientation</td>
</tr>
<tr>
<td>4</td>
<td>Product/output</td>
<td>a) Text/presentation; b) Website</td>
</tr>
<tr>
<td>5</td>
<td>Relation to staff assessment</td>
<td>A mixed system is used, It is substitutional but revised by the teacher in the cases of discrepancy between assessors or when inconsistencies in responses are detected.</td>
</tr>
<tr>
<td>6</td>
<td>Official weight</td>
<td>This is 70% of the activity grade of the assessed one, which receives about 10 evaluations.</td>
</tr>
<tr>
<td>7</td>
<td>Directionality</td>
<td>One-way</td>
</tr>
<tr>
<td>8</td>
<td>Privacy</td>
<td>The works assessed contain or do not contain the name of the authors according to their own decision.</td>
</tr>
<tr>
<td>9</td>
<td>Contact</td>
<td>The assessment is carried out from a distance using an online form.</td>
</tr>
<tr>
<td>10</td>
<td>Year</td>
<td>Same year of study.</td>
</tr>
<tr>
<td>11</td>
<td>Ability</td>
<td>The assessment is guided by a rubric to obtain maximum benefit from the skills of the assessor.</td>
</tr>
<tr>
<td>12</td>
<td>Constellation Assessors</td>
<td>Individuals</td>
</tr>
<tr>
<td>13</td>
<td>Constellation Assessed</td>
<td>The works sent were carried out in pairs or groups.</td>
</tr>
<tr>
<td>14</td>
<td>Place</td>
<td>In face-to-face class and staff is required</td>
</tr>
<tr>
<td>15</td>
<td>Time</td>
<td>Class time</td>
</tr>
<tr>
<td>16</td>
<td>Requirement</td>
<td>Voluntary for assessors</td>
</tr>
<tr>
<td>17</td>
<td>Reward</td>
<td>Correct evaluation contribute a 30% of assessor final grade.</td>
</tr>
</tbody>
</table>

Table A.7: Description of the typology of Peer Assessment used in the experiments.
Highlights

- Peer review alleviates teachers' workload with large groups of students
- A peer review that provides both numerical scores and textual feedback is considered
- We study the automatic detection of inconsistent reviews with Machine Learning
- We experiment with two different activities and disjoint groups of students
- Our approach is proved to guide the necessary teachers' manual correction