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Statistical language modelling
for automatic story generation
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Abstract. This paper proposes an end-to-end Natural Language Generation approach to automatically create fiction stories
using statistical language models. The proposed approach integrates the stages of macroplanning and the surface realisation,
necessary to determine the content to write about together with the structure of the story, and the syntactic and lexical
realisation of sentences to be generated, respectively. Moreover, the use of language models within the stages allows the
generation task to be more flexible, as far as the adaptation of the approach to different languages, domains and textual genres
is concerned. In order to validate our approach, two evaluations were performed. On the one hand, the influence of integrating
position-specific language modelling in the macroplanning stage into the surface realisation module was evaluated. On the
other hand, a user evaluation was performed to analyse the generated stories in a qualitative manner. Although there is still
room for improvement, the results obtained from the first evaluation in conjunction with the user evaluation feedback shows
that the combination of the aforementioned stages in an end-to-end approach is appropriate and have positive effects in the
resulting generated text.

Keywords: Natural language generation, language modelling, document planning, surface realisation, automatic story
generation

1. Introduction

The generation of stories is a difficult task in which
complex cognitive processes intervene. The process
of creating a story requires both knowledge of the
world and ability to perform tasks such as plan-
ning events or resolving situations [34]. It has been
pointed out that the production becomes especially
challenging when the process has to be automatically
performed by a machine [12]. Even if the main topic
of the story has already been established, it is equally
important to determine some other details, such as the
number of characters, the entities involved, the loca-
tions where the action will take place, etc. together
with the related events and the order in which they
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should take place. Therefore, this task implies to
make decisions at different linguistic levels (lexi-
cal, syntactic, semantic and discourse level) that will
certainly have a great impact on the quality of the
generated text.

Natural Language Generation (NLG), as a sub-
area of Natural Language Processing, can provide, in
turn, useful mechanisms to create a story automati-
cally. In order to generate a text, the responsibilities of
NLG include, to determine “what to say” and “how
to say it”. This dual purpose is normally addressed
as a pipeline of three stages [29]: macroplanning,
microplanning and surface realisation. Macroplan-
ning is in charge of determining the structure of
the text to be produced, as well as deciding the
content it will have. Microplanning and surface real-
isation are focused on taking that content as input,
and transforming it into human language, using the
appropriate vocabulary, syntactic structures, referring
expressions, discourse markers, etc.
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In this paper, we study whether a story could be
automatically generated from scratch without hav-
ing any clue about the characters, topics, or facts to
describe, just having some previous information from
other existing stories that could serve as an inspiration
source. Therefore, we propose a statistical end-to-end
NLG approach to create fiction stories that has to face
these two challenges: i) dynamically determine the
structure and content to be produced; and ii) perform
a realisation that leads to a meaningful and coherent
text. In light of this, our approach is built integrat-
ing macroplanning and surface realisation within the
same NLG pipeline as two consecutive stages: the
output of the macroplanning will constitute the input
for the surface realisation. We devised a sequence of
steps that allows the approach to extract the distribu-
tion of relevant information from a document which
will be used as a starting point in order to guide the
realisation of a text in terms of content and structure.
To achieve this, a statistical perspective ws adopted.
Specifically, macroplanning is addressed using Posi-
tional Language Models (PLM), which are able to
account the position of the words and their relevance
while, in the surface realisation stage, Factored Lan-
guage Models (FLM) are employed. As output, the
approach produces a set of sentences in the form of
a story, inspired by the structure and linguistic ele-
ments of an existing one, but that may have a different
realisation (different events, actions and vocabulary).

In this sense, the novel aspects of our approach are
as follows:

– We propose a statistical story generation
approach that does not need any human inter-
vention at any stage (i.e. it is fully automatic),
where the creation of a new text is inspired by the
structure and most relevant content of an exist-
ing one. These elements will guide and shape
the generation of individual sentences that will
make up the final story.

– We contribute to a more flexible macroplanning
method, since the structure of the generated text
is not restricted to a set of predefined options. In
contrast, the structure and content are learnt from
existing stories (they are considered as inspiring
stories), so it is possible to generate as many new
stories as one may desire.

– The surface realisation method uses semantic
information that helps to increase the vocabulary
range, thus preventing from the excessive and
unnecessary repetition of the same terms over
and over again.

– In the current approach, both stages, macroplan-
ning and surface realisation, build their models
considering synsets1 as a representation of the
linguistic elements composing the text. Those
synsets are featured by their grammatical cate-
gory. However, due to the statistical nature of the
framework, our proposed architecture would be
able to carry out the generation process regard-
less which linguistic element is selected, as long
as its distribution could be estimated.

Although there is still a lot of room for improve-
ment, the preliminary results show that statistical
language models can definitely contribute to the
development of more adaptive and flexible story gen-
eration systems, thus providing mechanisms that can
be extended to other kind of domains, languages and
textual genres.

In the next section (Section 2), we refer to the
related work on story generation and the approaches
for macroplanning and surface realisation. In Sec-
tion 3, we explain our story generation approach
which integrates the macroplanning and the surface
realisation stages. In Section 4, we describe the exper-
imentation as well as the tools employed, whereas
in Section 5, the results are discussed, including a
detailed error analysis. Finally, in Section 6, the con-
clusion and directions for future work are provided.

2. Related work

The task of automatic story generation has to face
several challenges [12]. On the one hand, there is no
clear definition of what the inputs and outputs should
be, since these can be of various types, depending on
the purpose of the story, the target reader, the theme,
etc. On the other hand, the aspects that contribute to
make a good story are still debatable and difficult to
assess computationally.

Recent work in narrative and storytelling has been
focused on regenerating stories from graphs of inten-
tions [20] or approaching the task working with
discourse and story planning simultaneously to dif-
ferentiate levels of narrative [36]. Despite both are
good attempts to automatically address this task, in
the first case the graph has to be populated by humans
while, in the second one, certain extra information to
start with is required, such as the initial state, the set
of action types or the conditions related to the goal.

1Set of cognitive synonyms related to a concept used in Word-
Net [8].
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In some research works, the input is hand-made as in
[33]. There, a causal network represents the actions
of the characters in the story world. Our proposed
approach differs from the previous ones in the sense
that it attempts to minimise the human intervention in
the NLG process in order to avoid the hand-coding of
the story constraints, thus increasing the automation
of the creation process.

In the literature, other NLG perspectives have been
tried, for instance, the one proposed in [2]. It uses
tree structures to organise both the story and its dis-
course, where the basic elements of such trees are
events, concepts and relations derived from a dictio-
nary of nouns and verbs. Then, using rules, different
kinds of stories are created depending on the type
of discourse relation desired. The authors proposed 6
types of discourse relations, such as “cause-effect”, or
“result”, leading to a final story that is complemented
with music and a graphical interface. However, the
limitation of this approach is the lack of flexibility
and variability when generating the stories, since the
approach always produce the same type of sentence
within a rigid structure, where only the nouns and
verbs change.

Out of the scope of the creativity field, macroplan-
ning and surface realisation have also been used for
generating other types of texts. In this respect, one can
find either rule-based [28] or trainable systems [13].
The first type of systems are more domain-dependent,
but robust, whereas the second ones remain more
transferable, although restricted by the amount of data
to train.

Alternatively, some approaches rely on existing
software (e.g., SimpleNLG [37]) due to its simplic-
ity and versatility [1, 10]. However, this kind of
techniques/software are not always easily adaptable
to different domains, purposes, or languages aside
from the ones they were originally designed for. In
this regard, our model is designed to show more
flexibility.

Statistical modelling, specifically n-gram language
models, have also been used both for macroplanning
and surface realisation in different tasks, such as pro-
ducing sequences of discourse relations/markers to
form sentences in [23], helping to order sentences
from trigram-predicate probabilities in [7], or in [17],
where language models are used to choose word
transformations after applying generation rules.

Regarding the statistical models employed in this
research, on the one hand, PLMs have been suc-
cessfully used in some language-related areas such
as summarisation [18] or information retrieval [21]

in order to overcome the limitations of consider-
ing words but not locations. But, to the best of our
knowledge, they have not been directly implemented
within the generation framework. On the other hand,
in recent years, FLM have been employed for NLG,
such in BAGEL [22], where FLM are used to predict
the semantic structure of the sentence to generate;
or in [25], where FLM are used to rank sentences
in Portuguese. In this sense, this kind of models are
used within our approach to generate text based on
the information given by the macroplanning stage,
but also to apply a ranking strategy to determine the
best sentence among a set of possible candidates.

Our proposal could be framed with the line of
the trainable systems, but it differs from previous
research work in the fact that it uses language models
to dynamically learn the document plan directly from
plain text, so the required content is first extracted,
and then provided to the surface realisation stage,
where sentences are generated word by word from the
probabilities obtained through language models. In
this manner, more flexible systems may be produced.

3. End-to-end story generation approach

This section describes our NLG approach for story
generation which consists of two different stages:
macroplanning and surface realisation. An overview
of the process is illustrated in Fig. 1.

First, a document plan is generated using Posi-
tional Language Models (i.e., macroplanning). Then,
based on the information given by the document plan,
the surface realisation stage takes this information
as input together with a Factored Language Model
trained over an input corpus (i.e., a training corpus).

At the end of the surface realisation stage, the final
output in the form of a text is obtained.

3.1. Macroplanning

In the NLG process, macroplanning is responsi-
ble for both selecting the content and providing the
structure that articulates the output. In this approach,
PLMs are used as the technique to address the two
aforementioned tasks, being a document plan the
output of this stage.

3.1.1. Positional Language Models fundamentals
Different from the common bag-of-words per-

spective, PLMs are able to take into account the
positions of words together with the number of their
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Fig. 1. Overview of the proposed approach, where macroplanning
produces a document plan from the knowledge provided by the
PLMs, and surface realisation generates an output leveraging on
FLMs and over-generation and ranking techniques.

occurrences. On this basis, for each position i of a
text, we compute a model P(w | i) as formulated in
Equation 1. As a result, every word of the vocabu-
lary gets a value for that location conditioned by the
distance of other appearances of that word along the
text.

P(w | i) =
∑|D|

j=1 c(w, j) × f (i, j)
∑

w′∈V

∑|D|
j=1 c(w′, j) × f (i, j)

(1)

Here, c(w,j) indicates the presence of term w in the
position j, |D| refers to the length of the document, V

Fig. 2. The value for a term, e.g., “dog”, given a position, e.g., 50,
depends on the distances between that position and the ones were
the word appears. The value P is calculated as a function of the
distances, with a later normalisation, as shown in Equation 1. Those
values are then stored in a matrix of scores (MS) (Section 3.1.2).

is the vocabulary and f(i,j) is the propagation function
that rates the distance between i and j. The greater
the distance, the lowest the value. The process can be
better understood through Fig. 2.

Using Equation 1, we can obtain the distribution
of the elements along the text, considering those with
higher values, the most relevant ones. We translate
this information into a document plan.

3.1.2. Implementation of the model
Regarding the implementation of the model, the

first step to be undertaken is the population of
the matrix of importance (Mi), that corresponds to
c(w, j) in Equation 1. With as many rows as elements
in the vocabulary, and as many columns as positions
in the source text, the value stored in Mi[w,j] is either
1 or 0 depending on the presence of w in j. A matrix
of distances (Md) is filled by means of the propaga-
tion function. Afterwards, the value of P(w | i), is
calculated in a matrix of scores (MS), as the result
of the product MixMd, normalising the values per
position/column.

At this point, the document plan is created line
by line from the MS. The matrix is segregated into
groups of columns, and from each of these resulting
submatrices, one line of the document plan is com-
posed, containing those elements that score the best
in each set.

3.2. Surface realisation

From the document plan provided by the
macroplanning stage, the surface realisation of
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the final output is performed relying on Factored
Language Models (FLM).

3.2.1. Factored Language Models fundamentals
FLM are an extension of language models, pre-

sented in [4], where a word w is seen as a collection
of K parallel factors, so that w ≡ {f 1, f 2, f 3 . . . f k}.
In this sense, a factor f of a given word can be
anything, including morphological classes, stems,
lemmas, the word itself, and any other linguistic fea-
tures that might correspond to or decompose a word.
The main objective of these models is to build a sta-
tistical model over the individual factors selected:
P(f |f1, . . . , fN ), where the prediction of the factor
f is based on N parents {f1, . . . , fN}.

Therefore, there are two main issues to consider in
the development of this kind of models: 1) choose
an appropriate set of factors, and 2) find the best
statistical model over these factors.

3.2.2. Implementation of the model
For the purpose of this research, we selected

several factors (i.e. lemma, Part-of-Speech tag and
synset) to train the FLM over a training corpora (that
has not necessarily to be the same collection of docu-
ments used as input for the end-to-end system). This
FLM is then employed for the generation of the text
during the surface realisation stage.

The technique employed in this stage for gen-
erating sentences is based on over-generation and
ranking, where a set of candidate sentences is first
generated and subsequently ranked according to the
probabilities given by a language model (i.e. the FLM
in our case) so that the best sentence can be selected.

To generate the set of candidate sentences using
a FLM, we select the words with the highest proba-
bilities with respect to the grammar shown in Fig. 3.
This grammar is used to guarantee that the generated
sentence contains the same type of elements enclosed
in the document plan. Moreover, at the time of select-
ing words, in addition to the FLM, the approach also
takes into account the information specified in the
document plan, so it tries to prioritise the selection of
the words contained in it.

Fig. 3. Basic clause structure grammar.

When a set of candidate sentences is finally gen-
erated, these candidate sentences are ranked to select
the final sentence, which is the one with the highest
probability. The sentence probability is computed by
the chain rule (shown in Equation 2), where the prob-
ability of a sentence is calculated as the product of the
probability of all its words.

P(w1, w2...wn) =
n∏

i=1

P(wi|w1, w2...wi−1) (2)

The probability of a sentence can be computed
in different ways depending on the language model
used. In our case, the probability of a word when
using a FLM, is calculated as the linear combina-
tion of FLMs, as suggested in [14], where a weight
λi, which was empirically determined, is assigned to
each of the FLM used, with 1 as the total sum of the
weights, as shown in Equation 3:

P(fi|f i−1
i−2 ) = λ1P1(fi|f i−1

i−2 )1/n

+ · · · + λnPn(fi|f i−1
i−2 )1/n (3)

where f is the selected factors to train the FLMs.

4. Experimental scenario

This section describes the experimentation carried
out in the scenario of fiction stories generation, and
more specifically, children stories. The corpora and
tools employed are described in Section 4.1 while the
experiments performed are detailed in Section 4.2.

4.1. Corpora and tools

A collection of 779 English children stories was
used as corpora, including the Lobo and Matos corpus
[19] and other stories automatically gathered from
Bedtime stories2 and Hans Christian Andersen: Fairy
Tales and Stories3. Table 1 shows the statistics of
the corpora used to obtain the document plans in the
macroplanning stage and also used to train the FLM
used during the surface realisation.

These corpora were preprocessed using Freeling
[26], an open-source multilingual language process-
ing library, to obtain linguistic information necessary
to build the models. Specifically, for the purpose
of this research, lexical, grammatical and seman-
tic information was extracted. In particular, the

2https://freestoriesforkids.com/
3http://hca.gilead.org.il/

https://freestoriesforkids.com/
http://hca.gilead.org.il/
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Table 1
Statistics of the collection of English children

stories used as corpora

# of documents 779
# of total sentences 26959
average # of sentences per document 35
# of total words 745783
average # of words per document 720

following information was obtained: the lemma, Part-
of-Speech(POS) tag and synset. WordNet 3.0 in
conjunction with JWI [9], a library for interacting
with the tool, was employed in order to manage the
use of the synsets as well as to obtain the words
enclosed in them.

In addition, the training of the FLM employed dur-
ing the surface realisation stage was performed using
SRILM [32], a software which allows to build and
apply different probabilistic language models that
includes an implementation of FLM.

4.2. Experiments

To evaluate our end-to-end NLG approach, a series
of experiments were performed. First, each stage was
empirically adjusted to achieve an optimal config-
uration. Then, a subset of the corpora was used to
produce the document plans. They would become the
input for the surface realisation module, responsible
of generating from them the final stories.

At this point, it has to be noted that in this
research work, from each document plan only one
story was generated. However, since we are rely-
ing on semantic knowledge in the surface realisation
stage, our approach could be able to generate differ-
ent story realisations from the same document plan.
For instance, let’s assume that the document plan
provides the following information: 01382086-a;
00107416-r; 00339934-v; 07428954-n. Then, we
could lexicalise (i.e. realise) a sentence in various
ways, such as “A big earthquake took place recently”,
“A large seism was produced recently”, or “A big
seism occurred lately”. As it can be observed, due
to the grammar restrictions, the proposed approach is
currently limited to the generation of simple short
sentences, but this could be refined, as long as
the grammar could be expanded in order to create
more elaborated sentences like “A big earthquake
of magnitude 8.2 took place in the south of Mexico
recently.”.

Regarding the macroplanning, some decisions
were made about the vocabulary, the propagation

function and the production of the document plan
itself. First of all, the vocabulary was formed by the
synsets corresponding to every element of the text
belonging to any of these four categories: nouns,
verbs, adjectives and adverbs (one synset per word).
In this manner, we were able to incorporate gram-
matical and semantic features to the process. The
propagation function was computed using a Gaussian
kernel, following the work of [18], through Equa-
tion 4 in order to obtain the values to be stored in the
Md matrix.

f (k, j) = e
−(k−j)2

2σ (4)

As it can be observed, there is a parameter σ that
needs to be tuned. This parameter determines the
semantic scope of the term that can be found in the
position modelled. Regarding the distance parameter,
the performance of the kernel with σ values of 25, 75
and 125 is represented in Fig. 4. If σ has an high
value, the kernel will cause the model to behave as
a bag-of-words approach, were every occurrence of
the word is always rated with the same value, regard-
less of the existing distance, thus loosing the location
information.

From previous experiments, it was empirically
determined that the variation of the vocabulary in the
resulting document plan is affected by the fluctuation
of σ parameter. We measured that feature consider-
ing that a document plan should enclose a degree
of variety yet allowing certain repetition of their ele-
ments. The intuition behind this idea is that a coherent
text would exhibit certain term/entity continuity, and
therefore, repetition (this is known as coreference).
Finally, the empirical results revealed that 25 was the
best σ value to reach this goal.

Next, we completed the macroplanning process by
conforming the document plan. To do so, it was first
decided to select the values that will appear in the plan

1.2

Gaussian kernel

1

0.8

0.6

0.4

0.2

Distances

25
75

125

0
1 9 17 25 33 41 49 57 65 73 81 89 97 10

5
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3
12

1

Fig. 4. Gaussian kernel performance for several values of σ.
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Table 2
Example of the first lines of a document plan represented by synsets. To facilitate the understanding

of the scheme, the lemmas that produce them have been included in this table. With the
same aim of clarifying the example, second and third occurrences

of same part-of-speech category have been rewritten as “-”

1 00439252-a,-,- 00047534-r,-,- 01009240-v,-,- 13384557-n,-,-
2 01332386-a,-,- 00047534-r,-,- 00056930-v,-,- 09917593-n,-,-
3 00217728-a,-,- 00048739-r,-,- 00941990-v,-,- 07544647-n,-,-
4 01943406-a,-,- 00047534-r,-,- 00829107-v,-,- 08329453-n,-,-
5 00754682-a,-,- 00101323-r,-,- 02624263-v,-,- 09466280-n,-,-
6 01391351-a,-,- 00020759-r,-,- 00120316-v,-,- 04236377-n,-,-
7 01391351-a,-,- 00031899-r,-,- 01009240-v,-,- 09988063-n,-,-
8 01889256-a,-,- 00024073-r,-,- 00720063-v,-,- 03221720-n,-,-
9 01592857-a,-,- 00017445-r,-,- 00720063-v,-,- 03221720-n,-,-
10 00173391-a,-,- 00117620-r,-,- 00668099-v,-,- 06333653-n,-,-

1 clever,-,- also,-,- say,-,- money,-,-
2 intellectual,-,- also,-,- bear,-,- child,-,-
3 beautiful,-,- now,-,- speak,-,- heart,-,-
4 sensible,-,- also,-,- learn,-,- court,-,-
5 industrious,-,- far,-,- rise,-,- world,-,-
6 little,-,- never,-,- make,-,- arm,-,-
7 little,-,- very,-,- say,-,- papa,-,-
8 proud,-,- not,-,- look,-,- door,-,-
9 lowly,-,- even,-,- look,-,- door,-,-
10 great,-,- then,-,- stand,-,- name,-,-

from sets of consecutive columns of the MS, which
correspond to consecutive positions of the terms in the
input document sentences. As a result, we obtained
one line of the document plan per each sentence of
the source text. Since the surface realisation should
also generate one sentence per line contained in the
document plan, we devised the lines of the document
plan to contain synsets of verbs, nouns, adjectives
and adverbs. More specifically, each line provides
three synsets of each of the part-of-speech categories
previously mentioned (i.e., each line of the document
plan will contain 12 synsets in total). We show an
example of several lines in Table 2.

Once the document plans were created, the surface
realisation was in charge of generating the final sto-
ries following the guidelines the plans had established
while being also consistent with the grammar. In a
first step, the surface realisation produced a sentence
in the form of synsets. This intermediate output can be
considered as pre-sentence that acts as abstract rep-
resentation of the candidate sentences that could be
generated from it. As a result of their abstract config-
uration, the richness of the vocabulary was increased,
since each synset could be turned into several words
to produce a final combination.

Therefore, for a generated pre-sentence consisting
of synsets, each of these synsets was translated into
a maximum of 3 words, thus obtaining the possi-
ble combinations of those words coming from each
synset in order to produce different variations of can-

didate sentences. It was decided to select only 3 words
due to the fine granularity of WordNet. Some synsets
can be associated to a large number of words, and this
would be computationally too expensive and time-
consuming to process.

At this point, the candidate sentences were ranked
following the linear combination of FLMs explained
in Section 3.2, with the aim to select the most prob-
able combination of words in accordance to the
trained FLM. Since we do not perform inflection
at this stage, the final sentence was made up of
lemmas.

This process was then sequentially and iteratively
repeated for each line in the document plan to finally
create a new story.

5. Evaluation, results and discussion

In order to evaluate how the document plan impacts
in the generated text as well as the generated fic-
tion story, we performed two tests. On the one hand,
we evaluated how the synsets and their distribution
in the document plan are reflected in the resulting
stories. This manner, we could check to what extent
the surface realisation is indeed taking into account
the information given by the document plan. On the
other hand, a user evaluation with three participants
was performed to analyse the general problems and
errors of the approach.
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5.1. Evaluating the impact of macroplanning

To estimate the influence of the document plan in
the generation of the new tales, we analysed the rela-
tion between both documents. First, we confirmed
that all the sentences created in their synset form con-
tained at least one synset from the document plan.
Since the three synsets of each part of speech were
provided in descending order of probability, we could
detect that, on average, 81% of the sentences included
at least one of the highest rated synsets. However, a
sentence can contain more than one synset, so we
analysed this in detail by measuring the proportion
of the synsets in each tale coming from the previous
stage, macroplanning. On average, we found that 83%
of the synsets were in the document plan, and 40%
of them were the first option provided. These scores
were expected since the FLM used to generate the
sentences was trained on a corpus where the num-
ber of synsets and elements was far larger than the
set conveyed by the document plan. Even though, we
consider those results as clear indicators of the pos-
itive effect that macroplanning has into the surface
realisation.

5.2. User evaluation

As it is usual in language generation, evaluating
the system directly from the output, the story con-
veyed in our case, becomes a challenge itself. The
result cannot be compared with some standard text.
In light of this, 25% of the generated tales were ran-

domly extracted, 45 stories in total, and three users
manually read and analysed them one by one in order
to assess the system performance and provide feed-
back based on the detection of problems. They shed
light on the limitations of our approach. We used a
3 point score scale, where the meanings of 3, 2 and
1 were related to the potential of the output. If the
text showed high potential to become a story itself,
the text was rated with 3. If this not happened, but
any set of consecutive sentences, seemed likely to
become a more complex sentence or paragraph, the
score to assign was 2. Finally, if no single set of sen-
tences could make sense without adding information,
then the score was 1. Some examples are shown in
Table 3.

In addition, some aspects were considered in order
to help classify the documents and also to detect some
relationships between them and the score obtained:
repetition of elements along the text, strong presence
of some entities that could be transformed to charac-
ters, the consecutive sequence of sentences sharing
meaning, the detection of a theme beneath the pro-
duced text, and the capacity of some parts to produce
a description or a narration of events. From the sto-
ries analysed, and taking into account the indicated
criteria, we obtained positive reviews on 21 generated
stories. It was found that 8 of them had potential to
inspire a story while from 13 documents, it would be
possible to extract series of sentences susceptible to
produce a paragraph or an episode of a larger narra-
tion. A total of 24 stories were reported to need deep
changes. Nonetheless, the evaluation and feedback

Table 3
Examples of fiction stories generated with our approach

Tale (score 3) Tale fragment #1 (score 2)
the two time fly the domestic fowl. [...]
the domestic fowl fly the Eden. the night ride the Moon.
the hare be the companion. the night state the white hind.
the blind man perform the hare. the full hour state the pale hyacinth.
the man perform not certain. the night be the one light.
the man state then dry. the wing give birth the peace.
the big discipline snog the hare. the cold wind give birth the fire.

Tale (score 3) Tale fragment #2 (score 2)
the sea be the rampart. [...]
the mighty king look the sea. the day be the brook.
the ship sail the sea. the water run then clear.
the sky arrive the wood. the bright sun travel the water.
the branch look the blue curtain. the water achieve the bright sunlight.
the bird fly the full thing. the bright star glitter the water.
the bad idea arrive the expression. the water induce the thing.
the idea arrive the difficult expression. the water give birth the bright thing.
the bird arrive the small son. the bright thing know the water.
the bad weather give birth the bird. the water state then strange.
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Table 4
Effects of the grammar on sentence generation

and possible improvements

the small time travel the Rome.
could become

the small-time crook travel to Rome

the three time saw the blind Queens.
could become

(the) three times he saw the blind Queens

obtained was profitable to detect the weaknesses to
be resolved in the future.

5.3. Error analysis from user evaluation
feedback

At a word level, the users highlighted the appro-
priate variety and richness of the vocabulary. Even
though, for some examples they remarked that it
would be adequate to use more synonyms, in order
to prevent finding consecutive sentences repeating
exactly the same terms. On the one hand, it brings
forward the necessity of reaching a better command
of semantic tools as WordNet, but on the other hand, it
offers the possibility of using aggregation techniques
to obtain richer statements.

At a sentence level, the evaluation revealed that,
independently of the relation with their neighbours,
sentences, in general, would become more meaning-
ful once inflected. To understand why some excerpts
present an oddly shape, we should attend to the gram-
mar beneath, on the one side, and to the semantic
aspect, on the other. As it was explained in Sec-
tion 3.2, in the current development state of our
approach, a grammar is mandatory in order to guar-
antee certain structure in the production of a sequence
of terms that will form a sentence. However, this
entails restrictions in the generation. Progress on
this subject would permit the improvement of some
formations (see Table 4). Regarding the semantic
requirement, reading some sentences as “the thou-
sand sleep together the early one-half” or “the small
forest put the Moon”, what become apparent is that
the system would benefit from a broader common
knowledge source together with the application of
richer techniques to improve the relations shown
between the elements.

Thirdly, at the level of discourse, adapted to our
defined framework, the users were able to identify
themes and guiding threads. They also noted the
presence of characters as being involved in possible
actions. They stated that the repetition of elements

Table 5
The tale to which this fragment belongs was
rated with 1, meaning that it could take profit

from several refinements

Tale fragment #3 (score 1)
[...]

1 the old town state the time.
2 the thing happen the old town.
3 the thing necessitate a bit different.
4 the child saw a bit large.
5 the manner necessitate the large town.
6 the day survive long white.
7 the other people survive the three town.
8 the mind answer then friendly.

was essential to detect those underlying features. This
reinforces our initial consideration regarding the rele-
vance of a proper distribution of the elements through
the text. Along with these comments, the users indi-
cated that in some of the examples the absence of
enough information impeded the assumption of any
of those elements (themes, characters), but mostly
this difficulty was related to the semantics of the
generated tales.

To conclude the analysis, Table 5 shows a fragment
of a tale that received score 1, which is the type of
story that would need more transformation. Through
the example, it can be detected that more semantic
information of the elements would help to improve
their composition. For instance, it would be the case
of subjects and actions that do not properly match
(sentences 1: town/state and 5: manner/necessitate)
or objects that do not correspond to the verb (sen-
tence 6: survive/long white). At the same time, wider
frames of meaning or the inclusion of events would
be helpful to provide temporal or spacial context
that would lead to locate the actions (happen, saw,
survive) and its participants (town, child, day) in
more consistent episodes.

6. Conclusion and future work

This paper proposed and evaluated a novel end-
to-end NLG approach for generating fiction stories
that integrates the macroplanning and the surface
realisation stages within a statistical framework. The
macroplanning stage employs Positional Language
Models to automatically extract the distribution of
the important elements of a text to create a document
plan. This document plan is taken as the input for
the surface realisation stage, where with the use of
Factored Language Models and, on the basis of the
content and structure provided by the document plan,
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a new text is generated. To assess our approach, two
types of evaluation were performed. On the one hand,
we evaluated how the structure and the content of the
document plan influenced the generation of text, and,
on the other hand, we also performed a user evalua-
tion to analyse the generated text (i.e. the final output
of the approach).

Regarding the first evaluation, all the sentences
generated by the approach contained elements from
the document plan, 81% of the sentences having at
least one of the highest rated elements. Furthermore,
as there are not only one type of element within the
document plan, on average, 83% of the content of
each generated tale came from the document plan.
Concerning the results of the second evaluation, we
received positive feedback from 47% of the generated
stories. We consider these results to be an indicator of
the positive effects of combining the two stages (i.e.
macroplanning and surface realisation).

Although the results are still preliminary, there are
some issues which need to be improved and some
interesting research lines opening new directions for
future work. Regarding the macroplanning stage, we
could first analyse if there are common synsets to
all the texts in the corpora in order to see their fre-
quency and in what context they appear. Moreover,
it would be also worthwhile to analyse the generated
document plans in an independent manner to detect
if the story could be divided into several parts (i.e.
sections, paragraphs, themes, etc.). In addition, we
plan to expand the study to different types of textual
genres.

In the case of surface realisation, it would be
interesting to introduce semantic information through
diverse resources (e.g. FrameNet [3], ConceptNet
[31], BabelNet [24], etc.) in order to know if a specific
word could be used in that sentence context when gen-
erating the content of the sentence, or if that word has
any specific complement (e.g. prepositions, related
verbs or action, etc.).
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