Combining the Two-Layers PageRank Approach with the APA Centrality in Networks with Data
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Abstract: Identifying the influential nodes in complex networks is a fundamental and practical topic at the moment. In this paper, a new centrality measure for complex networks is proposed based on two contrasting models that have their common origin in the well-known PageRank centrality. On the one hand, the essence of the model proposed is taken from the Adapted PageRank Algorithm (APA) centrality, whose main characteristic is that constitutes a measure to establish a ranking of nodes considering the importance of some dataset associated to the network. On the other hand, a technique known as two-layers PageRank approach is applied to this model. This technique focuses on the idea that the PageRank centrality can be understood as a two-layer network, the topological and teleportation layers, respectively. The main point of the proposed centrality is that it combines the APA centrality with the idea of two-layers; however, the difference now is that the teleportation layer is replaced by a layer that collects the data present in the network. This combination gives rise to a new algorithm for ranking the nodes according to their importance. Subsequently, the coherence of the new measure is demonstrated by calculating the correlation and the quantitative differences of both centralities (APA and the new centrality). A detailed study of the differences of both centralities, taking different types of networks, is performed. A real urban network with data randomly generated is evaluated as well as the well-known Zachary’s karate club network. Some numerical results are carried out by varying the values of the α parameter—known as dumping factor in PageRank model—that varies the importance given to the two layers (topology and data) within the computation of the new centrality. The proposed algorithm takes the best characteristics of the models on which it is based: on the one hand, it is a measure of centrality, in complex networks with data, whose calculation is stable numerically and, on the other hand, it is able to separate the topological properties of the network and the influence of the data.
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1. Introduction

1.1. Motivation

How to effectively identify influential nodes (or edges) in complex networks has been paid great attention because of great theoretical significance [1]. The idea of importance of a vertex in complex networks is associated with the mathematical concept of centrality. It constitutes one of the fundamental questions in characterizing the structure and dynamics of complex networks. A high percentage of the existing centrality measures base their criteria of importance of a node on different aspects related to topological properties of the network. The influence of network’s data in the
calculation of centrality is not considered in most of them. For instance, let us think about the urban network of a city and its topological representation by means of a primal graph [2]; we realize that the data associated with the city, whether real or virtual, define an important part of its essence and they must not be omitted. Therefore, it is necessary to dispose of efficient centrality measures that take into account both the connectivity of the nodes and the information associated with them.

1.2. Literature Review

The first centrality measures were developed in social networks [3], many of them were introduced to reflect their sociological origin [4,5]. Nowadays, they have become an important tool in network analysis, and are widely used for ranking the influence in social networks [6,7], Internet web-page popularity [8], computer networks [9], spread of epidemic diseases [10], ranking reputation of scientists [11], urban networks [12–14], etc.

Depending on the specific application, different centrality measures may be of interest. There are several studies in the literature that aim at defining widely used network centrality measures based on network graphs. For instance: degree centrality [15], eigenvector centrality [16] closeness centrality [17], betweenness centrality [18,19].

Degree centrality is defined as the number of edges incident upon a vertex. As advantages it simplicity and low computing complexity. However, degree centrality has some limitations, such as: the measure does not take the global structure of the graph into consideration. Similar advantages and disadvantages have the eigenvector centrality. It is a natural extension of degree centrality and it is also a measure of the influence of a node in a network. A high eigenvector score means that a node is connected to many nodes who themselves have high scores. Closeness centrality is defined as the inverse of the sum of shortest distances to all other vertices from a focal vertex. It can be treated as a measure of how efficiently it exchanges information with others in a graph. The main limitation is the lack of applicability to graphs with disconnected components. Betweenness centrality is the number of all shortest paths that pass through a vertex. It was introduced by Freeman [18] as a measure for quantifying the control of a human on the communication among other humans in a social network and its main weakness is the difficulty of being applied in large scale networks.

One of the centrality measures proposed two decades ago is the well-known PageRank centrality. The PageRank method [8] was proposed to compute a ranking for every Web page based on the Web’s graph. It constitutes a global ranking of all Web pages, regardless of their content, based exclusively on their location in the Web’s graph structure. The purpose of the method is obtaining a vector, called PageRank vector, which gives the relative importance of the pages. Since this vector is calculated based on the structure of the Web connections, it is independent of the request of the person performing the search.

Over the years, some modifications of this model have been proposed. For instance, in [20] the authors develop a more accurate search results computing a set of PageRank vectors. In [21], a link-based algorithm is built on a random surfer model reflecting back steps made by a Web. To further details regarding the theoretical foundations of the PageRank formulation, see [22–24].

In [25], the authors disclose the fundamental properties concerning stability, complexity of computational scheme, and critical role of parameters involved in the computation of the PageRank. This algorithm uses the Power method to compute successive iterates that converge to the principal eigenvector of the Markov chain representing the Web link graph. In [26], the authors present an effective heuristic relaxed and extrapolated algorithm based on the Power method that accelerates the convergence.

In recent years, new studies have been developed on the subject of centrality in various types of complex networks, as well as networks with data [27–29]. In [27], the authors propose a new centrality measure (called Adapted PageRank Algorithm -APA-) which main contribution is to establish a ranking of nodes, from the point of view of the topology and the data associated to the nodes. This model
shares the concept of PageRank vector, taking into account not only the connectivity between different network nodes, but also external characteristics defined for each specific problem.

Many real-life systems can be modelled by taking into account the fact that the interrelations between nodes are heterogeneous [30,31]. This heterogeneity makes that some structural and dynamical properties emerge from the distinction between different kinds of links, and a new model of multilayer is introduced [32,33]. With the aim to define a new centrality in that type of multiplex networks, a new approach to the PageRank analysis was developed [34]. Throughout this process, the authors consider that the PageRank vector can be understood as the stationary distribution of a Markov chain that occurs in a network with two layers: the physical layer (the network) and the teleportation layer.

1.3. Main Contribution

The idea of two-layers may be combined with the APA centrality model, where it is reasonable to consider the centrality understood under the perspective of two layers: the topology layer defined by the network and the data layer defined by the data associated to the network.

In this paper, the procedure for developing a new centrality measure denoted as APA2f is introduced. This procedure is based on the combination of two known methods. On the one hand, the idea of APA centrality is used and, on the other hand, this centrality is adapted to the concept of two-layers approach. The proposed centrality has the advantage of combining the best properties of both models: it is able to establish a ranking of nodes in complex networks with data and interprets the classic PageRank centrality as a multilayer network model. The design and analysis of APA2f measure constitutes the main objective of this work.

1.4. Structure of the Paper

This paper is organized as follows: Section 2 summarizes the basic characteristics of the APA centrality, as well as the two-layers approach to the PageRank vector concept. Once these well-known models are described, the new centrality is presented by combining the idea of centrality APA based on data and the idea of understanding the PageRank vector by the two-layers approach. In Section 3, a concise and precise description of the obtained results, their interpretation and some experimental conclusions are provided. The discussion of the experimental results as well as a deep study of the differences in both centralities for networks with different sizes are performed in Section 4. Finally, some conclusions are summarised.

2. Materials and Methods

In this section, both the well-established methods and the proposed new centrality method for networks with data are described in detail. The model presented has the main characteristic that can be understood as the merger of two well-established and consolidated models for the calculation of centrality. On the one hand, it takes as a base the APA centrality for networks with data. The great advantage of this model is that it is based on the idea of the PageRank vector, whose essence is the calculation of the dominant eigenvector of an irreducible and stochastic matrix. By choosing this matrix conveniently, its stability, from the numerical point of view, is absolute and there exist efficient numerical methods that obtain results although the networks are very large. On the other hand, the idea of considering the PageRank model as the union of two different layers, such as topological and probabilistic, leads us directly to our approach of incorporating a layer of data in the network as essential when determining the importance of nodes in the same.

Throughout this section, it is described the two approaches on which the new centrality is based and, later, an algorithm to calculate the new measure will be implemented, exposing its main characteristics.
2.1. The Original APA Model Based on Data

The Adapted PageRank Algorithm (APA) proposed by Agryzkov et al. [27] provides us a model to establish a ranking of nodes in an urban network taking into account the data presented in it. This centrality was originally proposed for urban networks, although it may be generalized to spatial networks or networks with data. It constitutes a centrality measure for networks with the main characteristic that it is able to consider the importance of data obtained from any source in the whole process of computing the centrality of the individual nodes. Starting from the basic idea of the PageRank vector concept, the construction of the matrix used for obtaining the classification of the nodes is modified.

In its original approach, PageRank is based on a model of a Web surfer that probabilistically browses the Web graph, starting at a node chosen at random according to a personalization vector whose components give us the probability of starting at node \( v \). At each step, if the current node has outgoing links to other nodes, the surfer next browses with probability \( \alpha \) one of those nodes (chosen uniformly at random), and with probability \( 1 - \alpha \) a node chosen at random according to the personalized vector. For the Web graph, the most popular value of the dumping factor is 0.85. If the current node is a sink with no outgoing links, the surfer automatically chooses the next node at random according to the personalized vector.

In the APA model, the data matrix is constructed following a similar reasoning from the original idea of the PageRank vector; a random walker can jump between connecting nodes following the local link given by the network or can jump between nodes (not directly connected) with the same probability, regardless the topological distance between them (number of nodes in the walk).

In the algorithm implemented to calculate the APA centrality (see [27], page 2190), a new matrix \( A^* = (p_{ij}) \in \mathbb{R}^{n \times n} \) is constructed from the adjacency matrix \( A \), as

\[
p_{ij} = \begin{cases} \frac{1}{c_j} & \text{if } a_{ij} \neq 0, \\ 0 & \text{otherwise,} \end{cases} \quad 1 \leq i, j \leq n, \tag{1}
\]

where \( c_j \) represents the sum of the \( j \)-th column of the adjacency matrix.

Algebraically, \( A^* \) may be obtained as

\[
A^* = A \Delta^{-1}, \tag{2}
\]

where \( \Delta = (\delta_{ij}) \in \mathbb{R}^{n \times n} \) is the degree matrix of the graph, that is, \( \delta_{ij} = c_j^{-1} \), for \( i = j \) and \( \delta_{ij} = 0 \), for \( i \neq j \). We refer to \( A^* \) as transition matrix, and it represents, by columns, the probability to navigate from a page to other. In the literature related to this topic the matrix \( A^* \) is also denoted as \( P \) or \( P_A \), so \( A^*, P \) or \( P_A \) are the same matrix. Following the notation of Pedroche et al. it will preferably be used \( P \).

The transition matrix, \( P = A^* \) has the following characteristics (see [27]):

1. It is nonnegative.
2. It is stochastic by columns.
3. The highest eigenvalue of \( P \) is \( \lambda = 1 \).

The key point of the model is the construction of the so-called data matrix \( D \) of size \( n \times k \), with its \( n \) rows representing the \( n \) nodes of the network, and each of its \( k \) columns representing the attributes of the data object of the study. Specifically, an element \( d_{ij} \in D \) is the value we attach to the data class \( k_j \) at node \( i \).

However, not all the characteristics of data may have the same relevance or influence in the question object of the analysis. Therefore, a vector \( \vec{v}_0 \in \mathbb{R}^{k \times 1} \) is constructed, where the element that occupies the row \( i \) is the multiplicative factor associated with the property or characteristic \( k_i \). With this vector \( \vec{v}_0 \) a weighting factor of the data is introduced, in order to work with the entire data set or a part of it.
Then, multiplying $D$ and $\vec{v}_0$, may be obtained $\vec{v}$ as

$$\vec{v} = D \cdot \vec{v}_0,$$

with $\vec{v} \in \mathbb{R}^{n \times 1}$.

The construction of vector $\vec{v}$ allows us to associate to each node a value that represents the amount of data assigned to it. Thus, two different values are associated with every node; on the one hand, its degree, related to the topology and, on the other hand, the value of the data associated to it. For a more detailed description of how the data are associated to the nodes, see [27,29].

After normalizing $\vec{v}$, denoted as $\vec{v}^*$, it is possible to define the matrix $M_{APA}$ as

$$M_{APA} = (1 - \alpha)P + \alpha V,$$

where $V \in \mathbb{R}^{n \times n}$ is a matrix in which all of its components in the $i$-th row are equal to $\vec{v}_i^*$. The parameter $\alpha$ is fixed and it is related to the teleportation idea. The value that is traditionally used is $\alpha = 0.15$.

In practice, vector $\vec{v}^*$ is repeated ($n$ times) in every column of the matrix $V$.

The matrix $M_{APA}$ is used to compute the ranking vector for the network.

With these considerations, the APA algorithm proposed in [27] may be summarized as:

**Algorithm 1: APA**

Let $G = (V, E)$ be a primary graph representing a network with $n$ nodes.

1. Compute the matrix $P$ from the graph $G$.
2. Construct the data matrix $D$.
3. Construct the weighted vector $\vec{v}_0$.
4. Compute $\vec{v}$ as $D\vec{v}_0 = \vec{v}$.
5. Normalize $\vec{v}$, and denote it as $\vec{v}^*$.
6. Construct $V$ as $V = \vec{v}^*\vec{e}^T$.
7. Construct the matrix $M_{APA}$ as $M_{APA} = (1 - \alpha)P + \alpha V$.
8. Compute the eigenvector $\vec{x}$ of the matrix $M_{APA}$ associated to eigenvalue $\lambda = 1$.

The components of the resulting eigenvector $\vec{x}$ represent the ranking of the nodes in the graph $G$.

The main feature of this algorithm is the construction of the data matrix $D$ and the weighted vector $\vec{v}_0$. The matrix $D$ allows us to represent numerically the dataset. Vector $\vec{v}_0$ determines the importance of each of the factors or characteristics that have been measured by means of $D$.

The Perron-Frobenius theorem is of great importance in this problem, since it constitutes the theoretical base that ensures that there exists an eigenvector $\vec{x}$ associated with the dominant eigenvalue $\lambda = 1$, so that all its components are positive, which allows establishing an order or classification of these elements. In our case, due to the way in which $P$ and $V$ have been constructed, it can be seen that $M_{APA}$ is a stochastic matrix by columns, which assures us of the spectral properties necessary for the Perron-Frobenius theorem to be fulfilled. Therefore, the existence and uniqueness of a dominant eigenvector with all its components positive is guaranteed. See [8,35] for further study of spectral and algebraic properties of the models based on PageRank.

Vector $\vec{x}$ constitutes the Adapted PageRank vector and provides a classification or ranking of the pages according to the connectivity criterion between them and the presence of data.

We can summarize this model in Figure 1.
2.2. The Two-Layers Approach for Classic PageRank

In practical applications, it may be interesting to assign a global measure of importance to each node. If the system contains several types of relations between actors it is expected that the measures, in some way, consider the importance obtained from the different layers. A simple choice could be to combine the centrality of the nodes, obtained from the different layers independently according to some heuristic choice.

Pedroche et al. [34] proposed a two-layers approach for the classic PageRank classification vector based on the idea that will be explained in this section. The key is to consider the PageRank model as a process divided into two clearly differentiated parts. In the first place, there is a part related to the topology of the network, where the connections of the nodes are basically taken into account by means of their adjacency matrix. Secondly, there is a part regarding to the probability for jumping between two nodes in the network, following a criterion that there is the same probability among all of them.

In [34], the authors realize that the PageRank classification for a graph \( G \) with personalized vector \( \vec{v} \) can be understood as the stationary distribution of a Markov chain that occurs in a network with two layers, which are

- \( l_1 \), a physical layer: the network \( G \).
- \( l_2 \), a teleportation layer: an all-to-all weighted network given by the personalized vector.

Under this perspective, it is easy to construct a block matrix \( M_A \) based on these two-layers where each of the diagonal blocks is associated to a given layer. Therefore, \( M_A \) can be constructed as

\[
M_A = \begin{pmatrix}
\alpha P_A & (1-\alpha) I \\
\alpha I & (1-\alpha) \vec{v} \vec{v}^T
\end{pmatrix} \in \mathbb{R}^{2n \times 2n}.
\]  

(4)

where \( M_A \) defines a Markov chain in a network with two layers.

Figure 1. Scheme of the APA method.
Because of the good spectral characteristics of $M_A$ (it is irreducible and primitive), Pedroche et al. [34] arrive to the conclusion that given a network with $n$ nodes and whose adjacency matrix is $A$, the two-layer approach PageRank of $A$ is the vector

$$
\hat{\pi}_A = \pi_u + \pi_d \in \mathbb{R}^n,
$$

where $[\pi_u^T \; \pi_d^T]^T \in \mathbb{R}^{2n}$ is the unique normalized and positive eigenvector of matrix $M_A$ given by the expression (4).

The idea of separating the centrality based on the PageRank concept into two layers, differentiating the topological part of the network from the concept of personalization vector, can be extrapolated to multilayer networks, as the authors demonstrate in [34].

This idea motivates the adaptation of the APA algorithm to the consideration of the division of the process in two different layers, where now the layer related to the topology is not modified, while the layer defined by the personalization vector is replaced by the layer of data in the network. In the following subsections, this idea will be developed and analysed both theoretically and numerically.

2.3. Constructing the APA Centrality by Applying the Two-Layer Technique

Roughly speaking, the idea in which the PageRank classification vector is based is that of a vector of a random walker that can jump between nodes following two basic principles: on the one hand, the walker can use the local links (physical walk) and, on the other hand, the walker can jump to any other node in the network according to the personalized vector (teleportation). This motivates the two-layers approach.

The APA centrality model is also based on the PageRank vector concept. However, the idea of a teleportation layer is replaced by the influence of data present in the network and associated to the nodes. This is motivated by the idea of applying this centrality to spatial or urban networks, where the analysis and the amount of data in the network is more important than the concept of random navigation through the network. It is assumed that in a network with data there is a greater probability that a user will move not randomly but following the data, according to their interests. This idea is what fundamentally differentiates Pedroche et al. and APA models.

Although both models are different, the application of the two-layers PageRank approach model as it was described in Section 2.2 in the APA centrality model makes sense, as it is explained below. Analysing carefully the construction of matrix $M_{APA}$ given by Equation (3), it can be observed that the influence of the data and the topology are measured separately. This is the basis on which it will be possible to build a new centrality based on the two-layers concept with two clearly differentiated layers:

$l_1$, a physical layer: or topological layer, the network $G$.

$l_2$, a data layer: the data present in the network.

Therefore, in this section a new centrality algorithm is described with the primary objective to adapt the two-layers approach to the APA centrality, constructing a block matrix to distinguish in the network both topology and data.

In our case, the basis of the original APA model consists of the construction of a stochastic matrix by columns, where the topology of the network is reflected and the influence of the data, through the matrix $V$.

Let us develop a similar reasoning as in [34], in order to build a $2 \times 2$ block matrix where the first upper diagonal block contains the information referring to the network topology, while the lower diagonal block is associated to the collected data in the network and assigned to each node.

Taking as a reference the APA algorithm, the matrix used to compute the eigenvector associated to the dominant eigenvalue $\lambda = 1$ is given by

$$
M_{APA} = (1 - \alpha)P + \alpha V,
$$
following the notation that appears in [34] regarding to the probability matrix $P$.

A new $2 \times 2$ block matrix is defined as

$$M_{APA} = \begin{pmatrix} \frac{(1 - \alpha)}{aI} & \frac{(1 - \alpha)}{aV} \\ \alpha \ I & \alpha \ V \end{pmatrix} \in \mathbb{R}^{2n \times 2n}. \quad (5)$$

Note the differences between matrices $M_{APA}$ and $M_A$. One would expect both to be the same but this is not the case because in the two-layers approach an stochastic by rows matrix $M_A$ is constructed; however, the new centrality proposed is based on the construction of $M_{APA}$, an stochastic by columns matrix.

Due to the way it has been constructed, Equation (5) allows us to confirm that $M_{APA}$ still retains some desirable spectral properties, since $M_{APA}$ is again irreducible and stochastic by columns.

Applying again the Perron-Frobenius theorem it can be said that there exists an eigenvector $\pi_{APA} \in \mathbb{R}^{2n}$ such that

$$M_{APA} \pi_{APA} = \pi_{APA},$$

with

$$\pi_{APA} = [\pi_u \ \pi_d]^{T} \in \mathbb{R}^{2n}.$$

Then, the centrality is given by the unique normalized vector $\vec{x}$ given by

$$\vec{x} = (\pi_u + \pi_d) \in \mathbb{R}^{n}.$$

The new algorithm proposed to implement the APA centrality following the two-layers approach is given by

**Algorithm 2: APA2f**

Let $G = (V, E)$ be a primal graph representing a network with $n$ nodes.

1. Compute the matrix $P = A^*$ from the graph $G$.
2. Construct the data matrix $D$.
3. Construct the weighted vector $\vec{v}_0$.
4. Compute $\vec{v}$ as $D\vec{v}_0 = \vec{v}$.
5. Normalize $\vec{v}$, and denote it as $\vec{v}^*$.
6. Construct $V$ as $V = \vec{v}^* \vec{v}^{T}$.
7. Construct the matrix $M_{APA}$ using the expression (5).
8. Compute the eigenvector $\vec{x}$ of matrix $M_{APA}$ associated to eigenvalue $\lambda = 1$.

The normalized components of the resulting eigenvector $\vec{x}$ represent the ranking of the nodes in graph $G$.

Algorithm 2 implements a new centrality measure that will be denoted in the following as APA2f. The idea that underlies the construction of the matrix by blocks given by (5) is to maintain the spectral properties of the original matrix $M_{APA}$, in order that the numerical algorithms for determining dominant eigenvalue and eigenvector are stable and fast. Note that the new matrix $M_{APA}$ have doubled the size of the original matrix.

Let us show a simple example to clarify this process, considering a simple graph with 4 nodes whose adjacency matrix is

$$A = \begin{bmatrix} 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 \end{bmatrix}.$$
and whose data matrix $D$ and weighted vector $\vec{v}_0$ are

$$D = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}, \quad \vec{v}_0 = [1].$$

From the adjacency matrix it is easy to compute $P$ as

$$P = \begin{bmatrix}
0 & 1/3 & 1 & 0 \\
0 & 0 & 0 & 1/2 \\
0 & 1/3 & 0 & 1/2 \\
1 & 1/3 & 0 & 0
\end{bmatrix}.$$

Now, let us compute $V$ from $D$ and $\vec{v}_0$.

$$\vec{v} = D\vec{v}_0 = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix},$$

Let us normalize $\vec{v}$ and construct $V$ as

$$V = \begin{bmatrix}
1/4 & 1/4 & 1/4 & 1/4 \\
1/4 & 1/4 & 1/4 & 1/4 \\
1/4 & 1/4 & 1/4 & 1/4 \\
1/4 & 1/4 & 1/4 & 1/4
\end{bmatrix}.$$

Now, from $P$ and $V$ it is possible to construct $M_{APA2}$ by the expression (5).

$$M_{APA2} = \begin{bmatrix}
0 & 1/6 & 1/2 & 0 & 1/2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/4 & 0 & 1/2 & 0 & 0 \\
0 & 1/6 & 0 & 1/4 & 0 & 0 & 1/2 & 0 \\
1/2 & 1/6 & 0 & 0 & 0 & 0 & 0 & 1/2 \\
1/2 & 0 & 0 & 0 & 1/8 & 1/8 & 1/8 & 1/8 \\
0 & 1/2 & 0 & 0 & 1/8 & 1/8 & 1/8 & 1/8 \\
0 & 0 & 1/2 & 0 & 1/8 & 1/8 & 1/8 & 1/8 \\
0 & 0 & 0 & 1/2 & 1/8 & 1/8 & 1/8 & 1/8
\end{bmatrix}.$$

Notice that $M_{APA2}$, given by (5), is a stochastic matrix by columns. Therefore, $M_{APA2}$ provides us the eigenvector associated to eigenvalue $\lambda = 1$. Once this vector is normalized, the centrality of the nodes is determined. For this example, the result is

$$\vec{x} = (\vec{\pi}_u + \vec{\pi}_d) \in \mathbb{R}^n = [0.2700, 0.2023, 0.2334, 0.2944]^T.$$

3. Results

Some numerical results of the new centrality APA2f calculated running the Algorithm 2 on different networks are presented. All the numerical tests have been carried out by implementing Algorithm 2 in R [36], a Free Software under the terms of GNU project. It constitutes a language and environment especially efficient for computing and graphics.

More specifically, tests are performed on networks of different sizes whose adjacency matrix has been generated randomly. Another test has been performed taking a small real urban network of the city of Murcia, Spain; finally, the well-known network representing the social relations in Zachary’s
karate club has been used to obtain the centrality. Note that in the numerical results we also calculate the APA centrality since it is the basis of the new APA2f centrality, which will allow us to carry out a comparison between them.

The networks used for these first numerical results have been generated randomly although they do not represent well-known models of random networks such as Erdős-Rényi. The graph was generated from a function that constructs the adjacency matrix following a random series of 0 and 1, determining the connectivity of the vertices.

To begin, the small network represented in Figure 2 is analysed with detail. It has been randomly generated and it has 25 nodes. At first sight, it is observed that the node with the least connectivity is node 21, which has degree 3. The assignment of the amount of data to each node has also been done in a random way, taking values in a range between 0 and 10, both inclusive.

Figure 2. A graph randomly generated with 25 nodes.

The data vector associated to the 25 nodes is

\[ D = [6, 4, 2, 5, 10, 10, 0, 7, 8, 9, 5, 0, 9, 2, 4, 10, 1, 6, 0, 10, 7, 6, 9, 4, 10] \]

and the weighted vector is chosen equal to 1.

The APA and APA2f centralities are calculated independently, for this particular network with this data configuration given by \( D \). The main reason to calculate both centralities is twofold: on the one hand, to determine the coherence in the results of the classifications provided by the two measures and, on the other hand, to determine the magnitude of differences in the results of both centralities. This will be discussed in the next section.

The numerical study has been developed for different values of the parameter \( \alpha \), which controls the importance that we assign in the calculation of centralities to the topology and data. Remark that the greater the parameter is, the greater importance for data is assumed.

Table 1 summarizes the numerical results for the graph displayed in Figure 2. In the first column, the identifier of the node is shown; in the second and third column, the numerical values of the degree and the amount of data are displayed, respectively. The rest of the columns summarize the results obtained for the APA and APA2f centralities, taking different values of the \( \alpha \) parameter, that is, \( \alpha = 0.15, 0.3, 0.5, 0.6, 0.85 \). The columns labelled as \( \text{Diff} \) represent the difference (in percentages) between the APA and APA2f centrality values. The first three nodes in the classification of both centrality measures are highlighted, (red, blue and green for the first, second and third positions, respectively, in the classification).
In Figures 3 and 4, the APA and APA2f centrality values are displayed, for the 25 nodes of the network, taking different values of the parameter.

Table 1. APA, APA2f and differences between them (in percentage) for the graph of Figure 2.

<table>
<thead>
<tr>
<th>n</th>
<th>dg</th>
<th>Data</th>
<th>APA</th>
<th>APA2f</th>
<th>Diff APA</th>
<th>APA2f</th>
<th>Diff APA</th>
<th>APA</th>
<th>APA2f</th>
<th>Diff APA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>40</td>
<td>0.0367 0.0366 0.24</td>
<td>0.0372 0.0371 0.15</td>
<td>0.03802 0.0384 0.92</td>
<td>0.03866 0.0392 1.72</td>
<td>0.0403 0.0412 2.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.0400 0.0427 6.38</td>
<td>0.0369 0.0397 7.06</td>
<td>0.0335 0.0341 1.92</td>
<td>0.0321 0.0317 1.17</td>
<td>0.0292 0.0282 3.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0.0414 0.0456 9.21</td>
<td>0.0359 0.0402 10.85</td>
<td>0.0290 0.0295 1.70</td>
<td>0.0257 0.0241 6.33</td>
<td>0.0181 0.0152 15.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.0429 0.0435 1.25</td>
<td>0.0418 0.0424 1.36</td>
<td>0.0401 0.0398 0.55</td>
<td>0.0391 0.0383 2.01</td>
<td>0.0364 0.0353 3.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.0309 0.0458 4.67</td>
<td>0.0543 0.0518 4.98</td>
<td>0.0988 0.0987 0.17</td>
<td>0.0609 0.0622 2.08</td>
<td>0.0663 0.0684 3.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>0.0292 0.0324 1.06</td>
<td>0.0363 0.0312 14.05</td>
<td>0.0458 0.0458 0.08</td>
<td>0.0458 0.0458 0.08</td>
<td>0.0463 0.0672 7.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>0.0345 0.0383 10.03</td>
<td>0.0286 0.0326 12.30</td>
<td>0.0206 0.0205 0.49</td>
<td>0.0165 0.0139 18.06</td>
<td>0.0062 0.0020 68.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>0.0355 0.0351 2.69</td>
<td>0.0458 0.0458 0.03</td>
<td>0.0551 0.0554 0.51</td>
<td>0.0547 0.0548 0.17</td>
<td>0.0517 0.0496 4.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>0.0392 0.0374 5.66</td>
<td>0.0419 0.0400 4.31</td>
<td>0.0455 0.0457 0.42</td>
<td>0.0474 0.0489 2.85</td>
<td>0.0524 0.0546 3.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>0.0427 0.0441 3.81</td>
<td>0.0454 0.0439 3.39</td>
<td>0.0494 0.0502 1.44</td>
<td>0.0517 0.0538 3.93</td>
<td>0.0580 0.0611 5.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>0.0303 0.0295 2.70</td>
<td>0.0313 0.0305 2.53</td>
<td>0.0324 0.0323 0.24</td>
<td>0.0329 0.0331 0.82</td>
<td>0.0340 0.0345 1.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>0.0300 0.0271 9.74</td>
<td>0.0349 0.0319 8.56</td>
<td>0.0420 0.0427 1.52</td>
<td>0.0458 0.0488 6.90</td>
<td>0.0559 0.0604 7.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>0.0353 0.0334 6.13</td>
<td>0.0301 0.0322 6.61</td>
<td>0.0258 0.0255 1.14</td>
<td>0.0236 0.0219 7.26</td>
<td>0.0177 0.0151 14.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.0412 0.0430 4.20</td>
<td>0.0398 0.0405 4.34</td>
<td>0.0357 0.0356 0.25</td>
<td>0.0342 0.0331 3.22</td>
<td>0.0303 0.0286 5.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>0.0465 0.0448 3.71</td>
<td>0.0497 0.0480 3.45</td>
<td>0.0543 0.0552 1.89</td>
<td>0.0571 0.0594 4.09</td>
<td>0.0645 0.0679 4.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0.0487 0.0527 7.54</td>
<td>0.0423 0.0463 8.65</td>
<td>0.0332 0.0324 2.47</td>
<td>0.0283 0.0245 13.48</td>
<td>0.0354 0.0396 11.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>0.0462 0.0471 1.96</td>
<td>0.0450 0.0460 2.25</td>
<td>0.0436 0.0440 0.77</td>
<td>0.0431 0.0430 0.08</td>
<td>0.0420 0.0418 0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0.0464 0.0521 10.96</td>
<td>0.0381 0.0440 13.33</td>
<td>0.0273 0.0272 1.52</td>
<td>0.0219 0.0184 15.98</td>
<td>0.0083 0.0026 68.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0.0475 0.0450 5.27</td>
<td>0.0512 0.0487 4.95</td>
<td>0.0562 0.0564 0.32</td>
<td>0.0567 0.0605 7.26</td>
<td>0.0653 0.0681 4.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>0.0487 0.0450 5.27</td>
<td>0.0512 0.0487 4.95</td>
<td>0.0562 0.0564 0.32</td>
<td>0.0567 0.0605 7.26</td>
<td>0.0653 0.0681 4.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>0.0169 0.0128 24.28</td>
<td>0.0227 0.0185 18.40</td>
<td>0.0301 0.0301 0.00</td>
<td>0.0337 0.0331 6.61</td>
<td>0.0429 0.0468 8.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>0.0471 0.0420 10.68</td>
<td>0.0530 0.0477 10.09</td>
<td>0.0595 0.0580 2.56</td>
<td>0.0622 0.0626 0.58</td>
<td>0.0674 0.0688 1.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3. APA and APA2f centralities for the graph represented in Figure 2.

Figure 4. APA and APA2f centrality for $\alpha = 0.5$.

The case where there are more notable differences (up to 68%) occurs when $\alpha = 0.85$, that is, when the greatest importance to the data present in the network is given.
Now, let us study where and when these remarkable differences occur and the reasons for this behaviour. With this purpose, a new figure is constructed where the differences between the APA and APA2f centralities are reflected, for all the nodes in the network and for different values of the parameter.

Figure 5 shows the 25 nodes of the graph on the X axis and the differences, in percentages, between the APA and APA2f centrality measures on the Y axis. Lines of different colours are displayed for the chosen values of $\alpha$ that have been studied.

The graphic shows the homogeneity of the line that represents the value $\alpha = 0.5$, which indicates the minimum differences existing in this case, in which exactly the same importance to the data and the topology of the network is assigned. Remark that the line is almost horizontal. Analysing the cases in which the parameter is kept close to the value 0.5, may be observed that the differences increase in some nodes, although they remain at maximum values that do not exceed 20%. Especially significant may be discussing the behaviour and patterns when $\alpha = 0.85$, which is the case where the greatest differences occur.

In order to extend the results to other types of networks, a real urban network is studied now to check if the results obtained for this particular type of spatial network follow a similar behaviour as those observed for randomly generated networks. Note that urban networks are characterized for a very uniform node degree distribution, since most of the nodes have degree in a range from 2 to 5. More exactly, the case study is an urban network representing a piece of the historic centre of the city of Murcia, Spain. The primal graph of the urban network is represented in Figure 6a. The graph has 185 nodes and 266 edges. The data vector associated with the nodes has been generated randomly, in order to carry out the appropriate comparisons.

In Figure 6b, the differences in the values of both centralities are summarised, for $\alpha = 0.85$.

Figure 7 shows the values of the APA and APA2f centralities for the 185 nodes of the urban network object of this study, taking $\alpha = 0.85$. The symbols in red colour represent the values of APA, while the symbols in blue colour represent the values of APA2f. In the upper part of the APA centrality the value of the data associated with each node is displayed, which is in a range from 0 to 10.
Likewise, in Figure 7 several features must be underlined. First, the smallest values of centrality correspond to the nodes that have a very low amount of data, which is reflected in the lower part of the figure. In contrast, in the upper part where the highest values of the centralities are produced, the nodes that have a greater amount of associated data can be found. This is in line with the idea of giving the greatest importance to the data taking, for instance, $\alpha = 0.85$.

Another remarkable pattern in this study is that the major differences in the values of the centralities occur in the extreme values, both the maximum and the minimum. For instance, for the nodes that have 0 or 1 data associated, which are those with a lower centrality, it is observed that the greatest differences occur in the APA and APA2f centralities with a well-defined pattern. The values of the APA2f centrality are lower than those of the APA centrality; the same pattern is repeated, that is, the APA2f centrality extend the range of centrality values. However, for the nodes with greater centralities corresponding to the maximum values of the data, APA2f is higher than APA.

A classic example in network science is the Zachary’s karate club network. It constitutes a well-known social network of a university karate club described in [37]. The network captures
34 members of a karate club, documenting pairwise links between members who interacted outside the club (see Figure 8a). During the study of this network by Zachary, a conflict arose between the administrator and instructor, which led to the split of the club into two. Zachary correctly predicted each member’s decision to belong to a certain group except for one member.

![Figure 7. Centralities for the urban network in Figure 6a.](image)

The relations between all the members of the club as a social network have been represented in Figure 8a. As it can be observed, the instructor (node 1) and president (node 34) are those that present a higher degree, that is, they are more connected with the rest of the club members.

![Figure 8. Applying APA2f centrality to Zachary’s karate network.](image)

To calculate the APA2f centrality a set of data associated with the nodes is required. The data used are fictitious and represent the number of messages that each club member receives on a specific day from the rest of the club members. These data have been generated proportional to the degree of each node, that is, they are in line with the degree of connectivity of each node. Specifically, the data vector used is:

\[ D = [10, 8, 8, 4, 2, 3, 2, 3, 3, 1, 1, 0, 1, 4, 1, 1, 1, 1, 2, 1, 0, 4, 2, 3, 2, 2, 2, 3, 3, 4, 9, 10]^T. \]
The APA2f centrality has been calculated for this network and the result is the vector:

$$APA2f = \begin{bmatrix} 0.0993 & 0.0652 & 0.0701 & 0.0182 & 0.0250 & 0.0229 & 0.0281 & 0.0320 & 0.0125 & 0.0161 & 0.0046 \\ 0.0071 & 0.0354 & 0.0122 & 0.0114 & 0.0123 & 0.00197 & 0.0122 & 0.0123 & 0.0049 & 0.0350 \\ 0.0201 & 0.0226 & 0.0150 & 0.0251 & 0.0199 & 0.0277 & 0.0273 & 0.0397 & 0.0803 & 0.1035 \end{bmatrix}$$

Notice how the highest values of centrality correspond to the nodes 1 (instructor) and 34 (president), which are the most important people in the club. The centralities of each node have been displayed in Figure 8b. In this graph, the sizes of the nodes are proportional to the values of their centrality, resulting in the nodes with greater size the instructor and the president. Notice how two differentiated groups are observed in the club, according to the connections that each node has with the two main nodes.

4. Discussion

In this section, a general discussion of the results shown in the previous section by applying the APA2f centrality to different networks is carried out, paying special attention to the main findings and their implications as well as indicating the limitations of the proposal.

4.1. Comparing APA and APA2f

An essential point that must be addressed in the comparison between both measures is that there exists a coherence in the results that they offer when are applied to the same network. When talking about consistency in the results, it should not be understood that they must be exactly the same. The central issue is that APA and APA2f measures offer us a ranking of the network nodes, that is, a classification of the nodes in the network according to its importance within it. Therefore, the comparison should focus on two fundamental issues. On the one hand, the positions of the nodes in both rankings should not differ excessively. On the other hand, the results should not differ markedly because APA2f is based on APA. Therefore, may be interesting to carry out a numerical study about the differences that occur in both centralities when they are applied to graphs of different sizes.

The first objective raised with the comparison of both centralities is to check the coherence in the results obtained by measuring both centralities in any network. The coherence can be demonstrated by checking that both measures present a high correlation, in the sense that high values of one centrality correspond to high values of the other. Obviously, it would be a problem if a certain node were very important according to the APA centrality and irrelevant when the APA2f centrality is considered.

The discussion in the comparison should focus on the exhaustive analysis of the first numerical example of 25 nodes. Table 1 shows a coherence in the results between the two centralities, from the point of view of the classification of the nodes. The values computed by the two centralities are similar, except in some specific cases that will be analysed later.

Except for minor non-significant variations, the most important nodes are repeated in both centralities. No node with a high APA centrality has a low APA2f centrality and vice versa, the nodes with very low centralities according to the APA2f classification still have a very low centrality applying the APA model. For the validation of this new centrality APA2f, the behaviour of the correlation is very important.

To check the consistency of the results, the Spearman’s rank correlation (denoted by $\rho$) is chosen, taking as variables the measures of the centralities APA and APA2f, respectively. Spearman’s correlation is a non-parametric measure of rank correlation, that is, a coefficient that measure the statistical dependence between the rankings of two variables. A perfect Spearman’ correlation will produce a coefficient $+1$. Intuitively, the Spearman’s correlation between two variables will be high when observations have a similar or identical rank between the two variables, and low when observations have a dissimilar rank between the two variables.
Some tests calculating the Spearman’s correlation have been developed, taking different values of the $\alpha$ parameter and sizes of the network (see Table 2).

**Table 2.** Spearman’s correlation for different values of the $\alpha$ parameter and different sizes of the network.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha = 0.15$</th>
<th>$\alpha = 0.30$</th>
<th>$\alpha = 0.50$</th>
<th>$\alpha = 0.85$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.8131</td>
<td>0.9603</td>
<td>0.9995</td>
<td>0.9999</td>
</tr>
<tr>
<td>500</td>
<td>0.8413</td>
<td>0.9921</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>1000</td>
<td>0.8837</td>
<td>0.9959</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>2000</td>
<td>0.9181</td>
<td>0.9983</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

The results can be summarized in these key points:

- The values of the lowest Spearman’s correlation between both variables occurs when $\alpha = 0.15$, regardless of the size of the matrix; these values are between 80% and 90%.
- The correlation when $\alpha = 0.5$ is 0.9999, which indicates a total correlation between the two centralities.
- When $\alpha > 0.5$, the correlation presents values higher than 99% for any size of the network.

In Figure 9, the APA versus APA2f Spearman’s correlation for networks randomly generated with 2000 nodes have been displayed, for different values of the parameter: 0.15 (on the left) and 0.85 (on the right).

![APA and APA2f Spearman’s correlation for a 2000 nodes network.](image)

The second objective in the comparison of both centralities was to analyse the magnitude of the differences in their values. To perform this task, let us carefully analyse Figures 3 and 5, as well as Table 1. There exist differences in the measures only for exceptional cases, especially when $\alpha = 0.85$. However, these differences do not modify substantially the order or classification of the nodes in terms of their importance within the network. This pattern is carefully analysed.

It may be remarked that for $\alpha = 0.5$ the coincidence in the results offered by both centralities is almost absolute. Analogously, as shown in Table 1, the first three most important nodes are the same. The differences found in the values of the centrality of these first three nodes are very small, which is not significant in their classification in order of importance.

When the parameter $\alpha$ moves away from the value 0.5, let us notice that the differences in the values of both centralities increase progressively, although the differences are only significant for some nodes. Analysing the cases in which the parameter is kept close to the value 0.5, it is observed that the differences increase in some nodes, although they remain at maximum values that do not exceed 20%. In Table 1, the greatest differences in percentage for each value of the parameter have been highlighted in red colour.

Especially significant may be analysing the case when $\alpha = 0.85$, where the greatest differences occur. The cases with a highest difference (up to 68%) occurs when $\alpha = 0.85$ in nodes 7, 12, 19.
According to the APA design, $\alpha = 0.85$ means that the greatest importance to the data present in the network is given. The fact that these maximum differences occur in these nodes has an explanation by observing a pattern common to all of them. This pattern refers to the fact that these nodes do not have assigned data, so they can be considered as particular or singular nodes (especially when the data is given the greatest importance). As can be seen in Table 1, the next largest difference occurs in node 17, where the difference already drops to 40%. Note that node 17, the only that has associated 1 data (a very low value) is precisely the next one that presents notable differences.

According to this pattern, the biggest differences in the centralities occur with nodes that do not have data or have very few associated data and, in addition, the alpha parameter is close to 1. It is important to remember that, although there are significant differences in the values of the centralities, for very specific cases with well-defined patterns, this does not imply an alteration in the classification of the nodes themselves. Analysing the numerical results it can be observed that the APA2f centrality extend the range of values of the measure.

Numerical results carried out with larger networks show us the same pattern that we have described for this example (see Table 2). The conclusion is that the results do not depend on the size of the matrix, as they are systematically repeated.

Regarding the example of the real urban network, it must be said that the behaviour of APA and APA2f centralities with respect to this real urban network does not differ with the networks studied previously. There exists a total coherence in the values of the centralities and the differences follow a similar pattern to that described for random networks. Again, the minimum differences occur when $\alpha = 0.5$, that is, when the topology and data are as important in the network. Similarly, the maximum differences are given when $\alpha = 0.85$ (greatest importance to data).

The graph shows how there is a group of nodes whose differences shoot around a concrete and constant value, such as 68%. Analysing the characteristics of this group of nodes, the same pattern as in the example studied is found: they all have 0 data associated. This correspondence is absolute, since there is no other node in the urban network with 0 data associated and that does not experience this maximum value of the difference of centralities. Let us emphasize again that the highest differences in the centrality values do not represent significant changes in the order or classification of the network nodes. Those nodes with maximum differences are also, as expected, the nodes with lower centralities.

Following with the same previous patterns, it is noteworthy that the following values in the differences fall to approximately 40%. Thus, for example, the nodes that have a single data associated, which represents a very low value, are found in the graph in the group that has differences between 30 and 40 percent.

The example of the karate club developed at the end of Section 3 presents a numerical behaviour similar to that analysed in other examples. The APA2f centrality allows us to establish a classification of the nodes according to their importance within the network. Moreover, the values of the new centrality are coherent with those of the APA centrality, establishing a Spearman’s correlation coefficient of 0.9974 between both measures.

4.2. The APA2f Centrality

The comparison between the APA and APA2f centralities has allowed us to establish some properties and essential characteristics of the proposed new centrality.

Taking the main characteristics of APA centrality and the idea of understanding PageRank centrality by a two-layers approach, a new centrality is designed that presents the following positive aspects:

- It is possible to determine the centrality of a network considering a set of data present in it as determinants when assessing the importance of network nodes.
- The model is based, from the mathematical point of view, on the calculation of the dominant eigenvector of an irreducible and stochastic matrix by columns, for which its numerical stability is
assured. In addition, the spectral properties of the $M_{APA2}$ matrix allow us to use the well-known Power Method for the calculation of the dominant eigenvector.

- The numerical results show that the range of values of APA2f centrality increases with respect to the values provided by the APA centrality. Especially, for spatial networks such as the example of the urban network; this represents an advantage in the aspect of the visualization of the network, since it will allow us a graphical representation with greater contrast when carrying out an interpolation of the values and their corresponding colour in the chosen gradient.

The main limitation we can find when working with this centrality is related to the characteristics and size of the $M_{APA}$ matrix. The APA centrality is based on the construction of a matrix of size $n \times n$ from which we obtain the dominant eigenvector that provides us the classification of the network nodes in order of importance. However, the two-layers approach to the PageRank model involves the construction of a block matrix whose size increases to $2n \times 2n$. This means that it is necessary to calculate the dominant eigenvector of a matrix double in size as in the case of the original PageRank. Consequently, for very large networks (hundreds of thousands of nodes) the computational requirements can be very high. In this case, a parallelization of the algorithm could be interesting, following the example of Migallón et al. [26]. However, the scope of application in which our research is developed is that of spatial networks, especially urban networks. This means that the size of networks when we represent cities by primal graphs is not too large (thousands of nodes).

Given that the new centrality is based on APA centrality and inherits from it certain positive characteristics related to numerical stability and the possibility of introducing data in the network, there are two aspects that must be taken into account for assess the use of the APA2f measure against APA. One of these aspects is related to the problem of data visualization. Our scope of application of complex networks focuses on spatial networks, mainly urban networks, where both the data and the positions of the nodes are geolocated. These networks present a limitation when it comes to visually representing centrality. The low degree distribution of the nodes means that the range of values of centrality is low, which hinders their visualization by means of basic interpolation techniques. However, as already mentioned, the APA2f centrality extends that range of values, especially in spatial networks with data. This should improve the final visualization of the network. Even more, it would be interesting to use, only for the visualization of the centrality, the eigenvector obtained directly from the $M_{APA2}$ matrix, without normalizing, which will suppose to extend the range of centrality values notably.

Secondly, the centrality APA2f offers us a construction technique that may be used to design and implement new measures of centrality in multilayer networks. This centrality for multilayer networks would continue the initial idea of the APA model to consider networks with data, although the construction technique would be based on the APA2f model. All this is part of our future research lines.

When we consider the scope and possible beneficiaries of a model like the one proposed, the field is very broad and diverse. As an example, let us think about the example of Zachary’s karate club. This network shows the relationships between the people who make up a karate club. Let us analyse the application of the APA2f centrality to this case. The model allows us to establish the importance of the nodes not only in terms of their connections or links but in terms of a set of data that can be diverse and from different sources. In our example, a dataset consisting on the set of messages received by each member of the club in one day has been considered. But it is possible to study their relationships under other perspectives by taking another dataset. Let us use a dataset associated with these members referring to their social or economic position, for instance, and consider the relationships between them in relation to this dataset. Or let us take data from different social networks and study their relationships.

This adaptability to data and the possibility of working with real or virtual data is the great advantage of a model like this. Let us also think about the possibilities that it offers us in terms of simulating the behaviour of the whole network when we make small or large variations in the data. Following with the karate club network, It is arguable that the members in the club in the best
economic position relate more to each other? As another example, suppose an urban network and consider the commercial activity developed in the city. Take food stores and supermarkets as dataset. It is possible to study the commercial activity of the city from these data. However, it is also possible to perform simulations by modifying the dataset. For instance, let us introduce a new supermarket in a geolocated position in the city and study how the commercial network is affected by this new data.

5. Conclusions

Everyday life of most people is characterised by the use of common or compatible technology for a wide range of personal, social, educational and business activities, and by the ability to transmit, receive and exchange digital data rapidly between places irrespective of distance. Therefore, if something defines our current society, it is the amount of data that is produced. This means that most of the complex networks that are studied or analysed are linked in an inseparable way to some type of data. This motivates the need to have measures of centrality to evaluate the importance of the nodes of a network so that they consider the inclusion of the data in it and its importance in the calculation of it.

Based on the APA centrality capable of measuring the importance of the nodes in a network with data following the idea of importance that applies the well-known PageRank centrality, we design and implement a new centrality measure APA2f that incorporates the idea of understanding the PageRank model as two-layers, that is, the physical or topological layer and the teleportation layer. In our case, we replace the teleportation layer with the layer where the data associated with the network are distributed.

The numerical results and experiments carried out with networks of different types and sizes make it possible to verify the coherence of APA2f with respect to the APA original, in the sense that the classifications of nodes in order of importance offered by both measures are similar. Given that the model has its origin in the PageRank vector concept, the alpha parameter that is inherited from this model now allows us to control the importance that is given in the calculation of the centrality to the two layers separately, that is, we can determine the importance of network connections and the influence of data itself simply by varying this parameter. A detailed study is performed for different \( \alpha \).

The numerical results also show that the APA2f centrality extends the range of values of APA for all the cases studied. Due to this numeric characteristic, from the point of view of visualization, APA2f allows us to carry out a clearer and more precise visualization of the networks following any of the usual techniques of interpolation. Another positive aspect of APA2f is that it also allows us to understand any network with data as a network composed of two separated layers, so there is a possibility of extension to multilayer networks.
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