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Abstract 

 

The intensity distribution of the ultrasonic energy is, after the frequency, the most 

significant parameter to characterize ultrasonic fields in any sonochemical experiment. 

Whereas in the case of low intensity ultrasound the measurement of intensity and its 

distribution is well solved, in the case of high intensity (when cavitation takes place) the 

measurement is much more complicated. That is why the predicting the acoustic pressure 

distribution within the cell is desirable. 

A numerical solution of the wave equation gave the distribution of intensity within the 

cell. The calculations together with experimental verification have shown that the whole 

reactor behaves like a resonator and the energy distribution depends strongly on its shape.  

The agreement between computational simulations and experiments allowed 

optimisation of the shape of the sonochemical reactor. The optimal geometry resulted in a 
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strong increase in intensity along a large part of the cell. The advantages of such optimised 

geometry are (i) the ultrasonic power necessary for obtaining cavitation is low, (ii) low power 

delivered to the system results in only weak heating; consequently no cooling is necessary and 

(iii) the "active volume" is large, i.e. the fraction of the reactor volume with high intensity is 

large and is not limited to a vicinity close to the horn tip. 
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1. Introduction 

 

 The most significant sonochemical (including sonoelectrochemical) effects are 

connected with cavitation. Sonolysis needs cavitation collapse to generate high temperatures 

and pressures [1]. Ultrasonic activation of surfaces of reactants, catalysts and/or electrodes is 

connected with microjets[2-4] formed by cavitation. Also acoustic streaming is connected with 

cavitation which is evoked by radiation pressure, and is a consequence of absorption of the 

ultrasonic energy[5]. This absorption is primarily a consequence of cavitation; there is no 

significant sonochemical effect without cavitation. 

 For cavitation, a high intensity ultrasonic field is necessary in order to generate an 

acoustic pressure higher than that for the cavitation threshold. Therefore, the intensity of the 

ultrasonic power is, after the frequency the second most important parameter characterizing 

the ultrasonic field in any sonochemical experiment (the frequency - or the wavelength – 
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determinates the  spreading of ultrasound and, consequently, the distribution of its intensity; 

moreover, the cavitation threshold is frequency dependent). 

 The measurement of ultrasonic intensity (the dosimetry of ultrasound) has been 

comprehensively described by Berlan and Mason[6]. Whereas its determination is well 

established for low intensity ultrasound used in diagnostics, the problem is much more 

complicated when high power ultrasound is used and the cavitation threshold is exceeded. 

The many difficulties inherent in the determination of the intensity distribution are the reason 

that ultrasound is often characterized only by the power delivered to the system, determined 

for example,. by calorimetry or by a measurement of some secondary effects such as 

sonoluminescence, surface erosion, increase of electrochemical current or the rate of 

sonochemical reactions[6]. 

 Knowledge about the ultrasonic energy transferred to the cell, however, is insufficient 

for describing the situation within the sonoreactor, because it lacks information about the 

intensity distribution. Only a detailed knowledge of the ultrasound spreading (including 

reflections and superposition) within the cell enables prediction of the intensity distribution 

(or equivalently, a local distribution of acoustic pressure amplitude), which is crucial for the 

prediction of possible sonochemical effects. 

 It has been shown that the sound field is strongly non-uniform. Kimura et al. have 

shown[7] that almost all the ultrasonic energy is consumed within a small volume near the 

horn. Several papers describe the formation of standing waves[8, 9], whose position depends 

strongly on the liquid level in the sonicated cell. 

 In this paper, it will be shown how simulation of acoustic energy distribution can be 

used for the dimensional optimisation of sonochemical and sonoelectrochemical reactors. 

 The most common experimental arrangement in cases of low frequency ultrasound is 

an ultrasonic horn with a tip diameter smaller than the applied ultrasound wavelength. 



 4 

Typically either "half-inch" or "one-inch" horns (with tips of ca. 13mm or 26mm diameter) or 

smaller are used, which are smaller than the wavelength (λ=75mm for 20kHz ultrasound in 

water). The horn is immersed usually centred with the main axis of symmetry of the cell in a 

cylindrical cell of different dimensions. 

 For such an arrangement, it is usually assumed that the highest local intensity value is 

reached in the close vicinity of the horn. The IUS(0) value is given by the power PUS 

transferred to the reactor through the tip of the transducer divided by the active surface area of 

this tip A=πr2: 

      )1(
A
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As the distance from the horn increases, the intensity is assumed to decrease accordingly to an 

increasing area into which it is spread. 

 In this paper, the limitations of this approach will be shown. It will also be shown that 

this behaviour can be changed significantly due to multiple reflections at the cell boundaries. 

Hence, for specific cell dimensions, an intensity much higher than PUS/A can be reached in 

some regions within the cell far from the horn tip. 

 

 

2. Procedure and equipment 

2.1. Simulations 

 

 For calculation of the intensity distribution, the distribution of ultrasonic pressure 

amplitude p0(r) is calculated first. The intensity is then obtained by equation (2): 
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where r is the spatial variable (r = [x,y,z]), ρ is the density of medium and c is the sound 

velocity in this medium (the presence of bubbles due to cavitation can change these values 

considerably and make them space-dependent). 

 The acoustic pressure can be obtained by solving a wave equation. If linear wave 

propagation is assumed and the shear stress is neglected (which is correct for liquids and 

gases), the wave equation has the form  

 

The pressure P is considered time harmonic, i.e. 

    ( ) ( ) )4(, tierptrP ω=  

where ω is the angular frequency. The space-dependent part of the pressure is the solution of 

the Helmholtz equation 
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With suitable boundary conditions the Helmholtz equation (5) can be solved using a variety of 

numerical methods[10-14]. The accuracy of the numerical solution from the Helmholtz equation 

depends significantly on the wavenumber, κ (κ=ω/c). The solution at a high wavenumber κ is 

highly oscillatory. Consequently, the discretisation stepsize h of a numerical method has to be 

sufficiently refined to resolve the oscillations. A natural rule for such adjustment is to 

force[11,15,16] 

     constant·h =κ     (6) 

which implies the unchanged resolution, i.e. the same grid points (or elements) per 

wavelength used. However, it is known[11] that, for κh=constant, the errors of the finite 

element solutions increase rapidly as the wavenumber κ increases. This non-robust behaviour 
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with respect to κ is known as the pollution effect[17-19]. The pollution effect may be reduced by 

increasing the number of the elements in the finite element method or using a small enough 

mesh for the resolution. In the present work, the second option has been chosen and a small 

enough mesh for the resolution of the system has been used. 

 A schematic drawing of the cell, and the meanings of geometric variables used for 

simulation, is depicted in figure 1a. This configuration corresponds either to a cylindrical cell 

of radius R with the ultrasonic horn immersed axially into the solution from above (see Figure 

1b) or (when the picture is turned upside down) to a cell where the horn is entering the cell 

through its bottom (see Figure 1c). The radius of the horn is r. 

 

 The boundary conditions were: 

(i) p = p0 at the horn tip and δp/δn = 0 at the side-walls of the horn, where p0 is the amplitude 

of the initial wave and n is a normal vector to the boundary surface. It means that the entire 

ultrasonic energy enters the cell through tip-face, whereas the side-walls are rigid. 

(ii) p = 0 at all the other walls, which corresponds to a total reflection of ultrasound at these 

liquid - air interfaces. 

 The commercial finite element software package FEMLAB 3.1 was used to solve the 

Helmholtz equation. 

 

 

2.2 Grid generation 

 

 The finite element technique requires decomposition of the computational domain into 

simple geometric elements, typically triangles and tetrahedrons for two and three dimensions 

respectively. This decomposition can be automatically achieved using available mesh 
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generation tools. Unfortunately, meshes generated in this way can contain poorly shaped or 

distorted elements, which cause numerical difficulties during the solution process. For 

example, when the angles of the tetrahedron become too large, the discretisation error in the 

finite element solution increases[20], and when they become too small, the condition number 

of the element matrix increases[21]. Thus, the solution for meshes with highly distorted 

elements is both less accurate and more difficult to compute. In complex geometries triangles 

get much distorted when they approach the sharp corners or curved boundaries, which results 

in poor element quality at these zones. 

 Grid generation was carried out using the Delaunay triangulation algorithm[22-24]. 

Several meshes were tested in order to get accurate quality of tetrahedrons. In order to 

eliminate the effect of mesh quality and size on the results, different meshes were used with 

different increasing densities until it was found that, a further increase in mesh density had 

negligible effect on the solution values. A mesh with 114,738 elements was chosen in order to 

perform simulations, with small elements near the ultrasonic horn and in regions with high 

pressure gradients. Figures 2a, 2b and 2c show both the simulation geometry employed in this 

study and a drawing of the mesh used to perform the finite element analysis. 

The computational domain was discretized into tetrahedrons using quadratic Lagrange 

elements. 

 

 

2.3. Experimental 

 

 A 20 kHz sonoreactor supplied by El-Medica (Czech Republic) was used, with a 

titanium horn tip of diameter 13 mm. The power level was found to be in the range 10-100 W. 
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 Ultrasonic energy transferred into the cell was measured calorimetrically according to 

the procedure of Mason et al.[25] 

 

 

3. Results 

3.1. Test of simulation 

 

 The quality of simulation was tested on the "free-field" case, i.e. on the spreading of 

ultrasound to the space without boundaries. In this case, the intensity distribution can be 

calculated by integration of contributions from elemental parts dS of the surface of the 

radiating source[26]. 

 In the "free-field" case, the boundary restrains only the part of the space where the 

simulation is carried out. Therefore, the boundary conditions corresponding merely to 

continuation of the domain ("radiation boundary conditions") have been used: 
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where p0 is the pressure amplitude at the horn tip, k
r

the wave vector, whose modulus is the 

wavenumber κ and nr  is the normal vector perpendicular to the surface. 

 A good agreement between the intensity distribution calculated by the FEMLAB 

program and by integration[5,26] has been found even in the case of low λ/r ratio (which 

corresponds to a high frequency ultrasound and/or large source size), i.e. in the case when 

there is a complicated space-dependence. 
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3.2. Results of simulations 

 

 For simulation a wavelength of λ = 75 mm was chosen, which corresponds to the 

propagation of 20 kHz ultrasound in water. The horn tip radius was r = 6.5 mm. 

 Figures 3a and 3b present the simulated intensity distribution for R = D = H = 50 mm. 

It can be seen that, in agreement with literature (see e.g.[7]), higher intensity is found only in 

the close vicinity of the horn. Nowhere where the distance from the tip is larger than the horn 

diameter (13 mm) the intensity is larger than 3% of its initial value. This behaviour is similar 

to the "free-field" case where the intensity along the axis decreases according to the equation 

    ( ) )8(
2

sin 22
0 xrx

k
p −+≈  

which gives a 95% decrease in the distance x = 2r. Consequently, only small part of the cell 

volume can be taken as an active volume for any sonochemical effect. 

 The ultrasonic intensity distribution has been simulated for different horn positions, 

liquid levels and cell radii. Some results of simulations are shown in Figures 4 and 5. Figure 

4a presents the ultrasonic intensity dependence along the axes of the cell at different D values. 

The radius of the cell R and the depth of immersion H remains 50 mm, whereas the radius of 

the horn is r = 6.5 mm. Figure 4b presents the distances at which ultrasonic intensity 

decreases to 50%, 10%, 3% and 1% respectively of its initial value at the horn tip. 

On the other hand, Figure 5 presents a picture of ultrasonic intensity of the cell for D = 

37.5 mm. The simulations show that small changes in the horn position and/or liquid level 

should vary the ultrasound distribution to a great extent. A careful choice of geometry can 

reduce the rapid decrease of intensity with distance from the horn surface and, consequently, 

the sonochemically active part of the cell volume can be increased. 
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3.3. Optimisation of the cell shape 

 

 An optimal cell geometry providing high intensity along the largest region of the cell 

has been investigated. It has been found (see Figures 6, 7, and 8) that for D = 77 mm, R = 45 

mm and H = 25 mm geometry, a high intensity is reached in two areas. Firstly, a torodial-

shaped area around the horn tip and secondly, an ellipsoid-shaped area with the centre at ca. 

55 mm towards the horn tip. The simulation predicts that the highest intensity in these areas is 

more than three orders of magnitude higher then the initial intensity at the horn tip. 

 

 

3.4. Experimental verification 

 

 A cylindrical cell was built with geometry similar to the above calculated optimum. 

The external radius was R = 45 mm with a glass wall thickness of 2 mm. The formation of 

cavitating bubbles can be easy followed with the naked eye, as a typical radius of cavitation 

bubble at 20 kHz is several tenths of millimetre.  

 When the geometry (the liquid level D+H and the horn position) was close to the 

calculated optimum (D = 77 mm and H = 25 mm) an intense cavitation (bubble formation) 

was observed (see Figure 9). The position of these cavitation areas fitted closely to the 

simulated positions at high intensity. A change of the liquid level D+H by more than 2 mm 

resulted in disappearance of clouds of cavitating bubbles at the positions of maxima predicted 

by simulation.  

 

 An experimental arrangement which benefits from the simulated optimised geometry 

is shown in Figure 10. The ultrasonic horn enters the cell from the bottom through a glass 
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tube sealed by an “O” -ring sealing in the node of the horn oscillations (the placement of the 

sealing in another position results in its heating and tuneless of the whole system). The face of 

the horn tip is 25 mm above the bottom of the cell.  

 The lowest possible power setting of the ultrasonic source (10 W) was used. This 

corresponds to an intensity of 7.5 Wcm-2, which is higher than the cavitation threshold; 

consequently, a weak cavitation was observed in the close vicinity of the horn without water 

level dependence. When the level of water (D+H) was ca. 95 – 105 mm, a strong cavitation 

took place about 20 – 25 mm beneath the water surface. This is in agreement with the 

simulated values.  

 A smaller cylindrical cell (internal diameter 12.5 mm) was axially immersed 55 mm 

down the water level. A small and thin-wall cell was used in order to minimise the influence 

of the presence of material (glass) with acoustic impedance different from the acoustic 

impedance of water (the acoustic impedance of glass is ca. 10-times larger than that of 

water[27,28]). The cell was filled with water, so that the level in this immersed cell 

corresponded to the level of surrounding water. An intense cavitation was observed in this 

cell. The ultrasonic energy absorbed in the immersed cell (determined by calorimetry - see 

Figure 11) was ca. 5 W. This means that about 50 % of the initial ultrasonic energy is 

effectively concentrated into the immersed cell which is only about 1 % of the whole 

sonicated volume. 

 

 

4. Discussion 

 

 The calculated ultrasonic intensity distribution is in good agreement with experiment 

from the viewpoint of maximum position. Nevertheless, the calculated peak intensity, almost 
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3,000-times higher than that at the horn tip, is certainly not correct. The approximations used 

should be therefore discussed. 

 

Boundary conditions 

 A total reflection is considered at the walls, i.e. the reflection coefficient Θ is assumed 

to be Θ = 1. An exact reflection coefficient at the interface of two materials is  

     
( )
( ) )8(
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ZZ
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where Zi is the acoustic impedance corresponding to the product of density and the sound 

velocity in that material, Zi = ρici. For water Z1 = 1.48.106 Nsm-1, for air Z2 = 429 Nsm-1 [27]. 

Substitution of these values in (8) gives R = 0.9997, i.e. the approximation R = 1 can be 

accepted. 

 Walls are considered to be water|air interfaces, i.e. the presence of the glass walls is 

neglected. This assumption is valid only if the glass wall thickness is negligible compared to 

the wavelength. In our case the thickness was 2 mm which is small compared to λ = 75 mm. 

Nevertheless, for circa 3,000-times amplification of initial intensity a high number of 

reflections should be assumed. The "non-perfect" multiple reflections from such boundaries 

can in fact decrease the resulting peak-intensity value. 

 The side-walls of the horn are supposed to be rigid ("hard-horn"). The change from the 

"hard-horn" to "soft-horn" conditions did not alter the results significantly. The non-perfect 

reflections evidently do not influence the energy distribution. 

 

 Evidently, the most important and controversial approximation is the omission of 

absorption of ultrasound. In the literature, the absorption of low-frequency ultrasound is 

supposed to be very low. It is common to point out the fact that "a progressive 10-kHz wave 

in seawater is attenuated to 1% of the initial energy at a distance of 38 km"[28]. However, this 
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is true only for low-intensity ultrasound. Cavitation taking place at high intensity is a highly 

energy-consuming process and, consequently, the absorption coefficient at high intensity can 

be higher by several orders of magnitude. Unfortunately, the wave equation (3) obviates the 

absorption contribution. The incorporation of absorption into equation (3) is complicated, as 

the absorption coefficient depends on intensity. That is the reason why only a rough 

estimation can be made. It can be assumed that low power and, accordingly, the low intensity 

at the horn results in a small absorption of ultrasonic energy near the horn. The majority of 

acoustic energy is thus transferred into the cell where its intensity is amplified by multiple 

reflections. Cavitation in these points results in energy absorption, which is a reason why the 

peak intensity is lower than that predicted by simulation, although it is considerably higher 

than the cavitation threshold. 

 

 

5. Conclusions 

 

 Both the simulation and experimental verification have shown that when an 

appropriate cell geometry is used (cell dimensions, liquid volume and ultrasonic horn 

position), the fast decrease in intensity when increasing distance from the horn tip can be 

reversed to an increase due to multiple reflections. Thus, the whole reactor behaves as a 

resonator. Agreement between simulation and experiment data confirms this effect and allows 

further optimisation of the geometry of sonochemical reactors. The optimal geometry can 

result in a strong increase in intensity in specific parts of the cell.  

The advantages of such optimised geometry are: 

-the ultrasonic power necessary for obtaining intensities higher than cavitation 

threshold is low; consequently, the erosion of the transducer face is minimised; 
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-low ultrasonic power leads to only weak heating of bulk solution, so often no cooling 

is necessary; 

-the fraction of reactor volume with high intensity is considerably enhanced. 

For sonoelectrochemistry two main advantages are evident:  

-it is not necessary to place the electrodes into a small area near the horn surface but 

anywhere in the cell where the intensity is high; 

-an electrochemical cell can be simply immersed into the ultrasonic bath. The 

electrode system is electrically isolated from the horn by the glass walls of the cell. 

Consequently, the metallic horn cannot work like an electrode and a four-electrode 

potentiostat (which is necessary in the case of non-isolated immersed horn) is not 

required. 
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NOMENCLATURE 

 

 

A  area, m2 

c  sound velocity, m s-1 

D  distance from cell bottom to horn surface, mm 

H  depth of the horn immersed, mm 

Ius  ultrasonic intensity, W cm-2 

n  unitary normal vector 

P0  horn pressure amplitude, Pa 

Pus  ultrasonic power, W 

r  horn radius, m 

R  cell radius, m 

t   time, s 

λ  Wavelength, m 

ρ  Density, kg m-3 

κ  Wavenumber, (κ = ω/c) 

ω  Angular frequency, rad s-1 
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Figure captions 

 

Fig. 1: Geometry and configurations of the sonochemical cell. 

Fig. 2: (a) Scheme of the half cell; (b) scheme of the mesh used for simulations and (c) detail 

of the mesh inside the cell 

Figure 3: Example of a simulation where R = H = D = 50 mm, r = 6.5 mm and λ = 75 mm. (a) 

sectional view of the cell; (b) detail of the ultrasonic horn tip. All figures have been 

normalised with respect to the ultrasonic intensity at the horn tip surface, i.e. Ius(0) = 1. 

Figure 4: Dependence of (a) the acoustic intensity along the axis of the cylindrical cell at 

different D values, and (b) the distance after which the intensity decreases up to 50%, 

10%, 3% and 1% of its initial value at the horn tip. The separated marks at the right are 

the corresponding values for "opened space" (H = R = infinity). Cell geometry: H = R = 

50 mm, r = 6.5 mm; and λ = 75 mm.  

Figure 5: Result of a simulation where D = 37.5 mm, R = H = 50 mm, r = 6.5 mm and λ = 75 

mm. 

Figure 6: Simulated ultrasonic intensity in the optimised cell (R = 45 mm, D = 77 mm, H = 25 

mm) - a vertical cross-section. 

Figure 7: Simulated ultrasonic intensity in the optimised cell - the horizontal cross-section at 

the height where maximum intensity is reached. 

Figure 8: Plot of intensity Ius = f(x) along the axes for the optimised cell  

Fig.9: Photograph of cavitating bubbles in the optimized cell (water, 20 kHz, PUS = 10 W) and 

simulated intensity distribution for the same geometry. 

Fig. 10: "Horn-up" optimised cell. The dashed line - immersed small measuring cell.  

Fig. 11: Calorimetric measurements for the determination of power input absorbed by a small 

immersed cell (water, V = 5 ml, PUS = 10 W). 
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Figure 2(c) 
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 29 

 
 
Figure 7  
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Fig. 10 
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Fig. 11 
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Fig.5 
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Fig.6 
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Fig.7 
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