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ABSTRACT Current trends in medicine regarding issues of accessibility to and the quantity and quality of information and quality of service are very different compared to former decades. The current state requires new methods for addressing the challenge of dealing with enormous amounts of data present and growing on the Web and other heterogeneous data sources such as sensors and social networks and unstructured data, normally referred to as big data. Traditional approaches are not enough, at least on their own, although they were frequently used in hybrid architectures in the past. In this paper, we propose an architecture to process big data, including heterogeneous sources of information. We have defined an ontology-oriented architecture, where a core ontology has been used as a knowledge base and allows data integration of different heterogeneous sources. We have used natural language processing and artificial intelligence methods to process and mine data in the health sector to uncover the knowledge hidden in diverse data sources. Our approach has been applied to the field of personalized medicine (study, diagnosis, and treatment of diseases customized for each patient) and it has been used in a telemedicine system. A case study focused on diabetes is presented to prove the validity of the proposed model.
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I. INTRODUCTION AND MOTIVATION

Healthcare has been generally highly connected to technology. However, this relationship has become stronger over the last two decades. One of the main reasons for this is the proliferation of all types of devices that can be easily installed in most health centers. In addition, telemedicine, which was first mentioned several decades ago, is now a reality and has been highly developed and this evolution has also extended to other healthcare sectors. Moreover, in recent years mobile devices are able to obtain a number of biomedical data and health-related apps have increasingly been developed [1]–[3]. In addition to smartphones, there are a lot of gadgets that use sensors to collect information from different parts of the human body. In this respect, the paper “Infographic: are you ready for sensors healthcare” provides a novel approach to the distribution of sensors around the body so as to gather the most accurate information [4]. The market for and advertising of wearable sensors is rapidly developing and growing, as studied in the emerging Internet of thing, IoT, where a huge amount of data can be collected everywhere, all the time [5]–[7], which requires to store the heterogeneous information generated in cloud storage solutions as the ones proposed in [8]–[10]. Devices are being designed for the following purposes: to help people manage particularly chronic conditions; to recover faster from injuries, a well-researched sector in the sports market; to analyse physical and environmental anomalies that may lead to more serious health issues; and to detect unhealthy habits before they cause problems, an aspect is taken very seriously in the analysis of working conditions according to Pathfinder [11], even with those...
issues related to energy efficiency for the ubiquitous sensors networks [12].

New trends in cognitive science are still a challenge as they require a huge degree of interdisciplinarity. With changes to models of society and new technologies used in telemedicine as well as in all healthcare sectors, the traditional methods seem insufficient for this new situation. This new state requires using new techniques to address the problem. Although, traditional methods are still valuable, they need to be used together, providing new architecture models.

The main objective of this paper is to assemble a composite architecture that integrates the diverse information sources currently available in the healthcare sector. The proposed architecture focuses on the processing of the enormous amounts of data present and growing on the Web and other heterogeneous data sources such as sensors and social networks and unstructured data, normally referred to as Big Data. We have used an ontology-oriented architecture, where the core ontology has been defined as a knowledge base (KB), which allows data integration of the different sources. We have described the data sources in terms of the core ontology through equivalent concepts and relations (ontology mapping) between core ontology and specialized domain ontologies of the different sources. We propose the use of Artificial Intelligence (AI) methods to carry out a Data Mining (DM) process for the purpose of uncovering knowledge in the healthcare sector.

Our proposal has been applied to the field of personalized medicine, in which the treatment of diseases is customized for each patient, and it has been used in a telemedicine system. Finally, we present a case study based on the treatment of diabetes to demonstrate the validity of the proposed model.

The contributions of our paper can be summarized as follows:

- An architecture that processes massive amounts of data from diverse types of sources (heterogeneous data sources). Furthermore, it allows the semantic-level integration of heterogeneous sources of information.
- An ontology-oriented architecture has been defined where the core ontology has been used as a KB enabling data integration of the different sources.
- Natural Language Processing and Artificial Intelligence methods have been used in order to process and mining data in the healthcare sector to uncover knowledge from diverse data sources.
- Application of the approach to the field of personalized medicine (study, diagnosis, and treatment of diseases customized for each patient). An existing real healthcare problem was solved.
- The proposed model was validated through a case study focusing on diabetes.
- A telemedicine system that helps physicians in the decision-making process in the treatment of diabetes has been presented in this case study. The system allows the physician to improve the rules for treatment procedures learned using AI techniques.
- The use of different sources of information (information stored in databases, Web information and sensor information) allows for improvements (oriented towards patient personalization) in the rules to be applied for each specific patient.

The main novelties presented are:

- An ontology-oriented architecture that uses a central ontology that permits communication between different data sources each with its own ontology.
- An improvement of the traditional AI systems on diabetes’ treatment. The personalized treatment of each patient and the improvement of traditional AI systems have been made possible by including different data sources.
- The application of the proposed architecture in the telemedicine system in order to improve its performance.

The remaining part of the paper is organized as follows: in Section II, the health-related scientific literature is summarized; in Section III, we present our approach, that is, the proposed architecture; Section IV describes the application of our proposal to the health sector case study; finally, Section V draws the relevant conclusions and presents future work.

II. STATE OF THE ART

As introduced in the preceding motivation section, we present an architecture that integrates different heterogeneous sources currently available in the health sector. In this regard, as presented in the paper by De Buenaga Rodríguez et al. [13], the latest advances and discoveries in the biomedical field, both in terms of technology and basic research, have led to important progress in the approach to, and modern clinical practices of, Evidence-Based Medicine, EBM [14] and personalized medicine. Personalized medicine seeks to identify personalized therapies to provide a safe and effective individualized treatment of specific patients. To allow for personalized treatment, it is first necessary to make a correct personalized diagnosis. Currently, this seems to be the most suitable framework due to a large amount of information available (experimental studies, clinical trials, daily clinical practice, biomedical sensors, large datasets and text freely available–open and Linked Data–, etc.). However, the real situation is that there are no flexible information systems capable of providing accurate, updated and interrelated knowledge based on stratified access to multiple types of heterogeneous data sources [15]. Proper management of this extraordinary source of knowledge would provide a breakthrough in the correct diagnosis and personalized treatment. For example, the research project currently underway and reported in [13] foresees three usage scenarios: (i) assistance to healthcare professionals during the decision-making process in clinical settings, (ii) access to relevant information about their health status and dependent chronic patients and (iii) support for evidence-based training of new medical students. They propose the integration of biomedical sensors as detailed in [16]. Moreover, that is not
all because different research efforts have been developed last years in the wide range of health sector. We can mention some examples of these ones such as the works developed by Medina et al. [17, 18]. They present the application of a fuzzy linguistic approach over medical monitoring devices on data streams in the development frame of a multidose medication controller for fever. Their approach defines fuzzy linguistic terms on single medical monitoring devices and applies a Rule-Based Inference Engine designed for analysing the data streams. On the other hand, the solution exhibited by Urzaiz et al. [19] details the combination of hardware and software environments to develop an automatic medication dispenser for patients with Alzheimer’s disease.

We have divided the diverse information sources into different labels which are: (1) unstructured data (Web data) and the techniques used to process them (Natural Language Processing); (2) structured information (structured databases) and the processes carried out to extract information from them (Data Mining); and (3) data collected from sensors and mobile devices (sensor data). It is worth noting that although the sensor data could be classified as structured databases, we have decided to analyse it separately (as a new type of data source) because of its own specific characteristics.

The following three subsections discuss the state-of-the-art of the mentioned issues regarding the health sector: Web data, structured databases and Data Mining, and sensor data. Finally, the fourth subsection shows the state-of-the-art of the problem of data integration.

A. WEB DATA AND NATURAL LANGUAGE PROCESSING

Nowadays, different Natural Language Processing (NLP) systems and techniques are being used in biomedical and health sectors. Specifically, Savova et al. [20] presented a clinical text analysis and knowledge extraction system for extracting information from electronic medical records' free-text. In the named entities recognition task, a dictionary that is a subset of the Unified Medical Language System, UMLS [21] is used to include SNOMED CT\(^1\) and RxNORM\(^2\) concepts guided by extensive consultations with clinical researchers and practitioners. In the same way, Pivovarov et al. [22] present a probabilistic graphical model for large-scale discovery of computational models of disease, or phenotypes in which the observations are drawn directly from heterogeneous patient record data (notes, laboratory tests, medications, and diagnosis codes) and Soguero-Ruiz et al. [23] developed a learning system which uses clinical narrative in free text form for the prediction of a common postoperative complication (Anastomosis Leakage).

The research work developed by Zeng et al. [24] presented a health information text extraction tool that is used to extract key findings for a research study on diseases of the airways. This NLP tool also maps the strings of text to the UMLS concepts. UMLS [25] is a resource that integrates and distributes key terminology, classification and coding standards, and associated resources to promote the creation of more effective and interoperable biomedical information systems and services, including electronic health records. UMLS contains three knowledge sources: the Metathesaurus, the Semantic Network, and the Specialist Lexicon. In particular, the UMLS Metathesaurus [26] is used to recognize medical named entities in the text using a similar process to the one presented by Terol et al. [27].

Wu et al. [28] showed an NLP technique that characterizes empirical instances of the UMLS Metathesaurus term strings in a large clinical corpus and illustrates what types of term characteristics are generalizable across data sources. The study developed by Xu et al. [29] analysed the UMLS Metathesaurus terms by analysing their occurrences in over 18 million MEDLINE abstracts. This study concluded with an augmented UMLS Metathesaurus that can potentially be used to improve efficiency and precision of UMLS-based information retrieval and NLP tasks. Jiang et al. [30] developed different machine-learning-based approaches to extract clinical entities (including medical problems, tests, and treatments, as well as their asserted status) from hospital discharge summaries written using natural language. The studies developed by Carroll et al. [31] concluded with the portability of a published phenotype algorithm to identify rheumatoid arthritis (RA) patients from Electronic Health Records (EHR) at three institutions with different EHR systems. They concluded that generic UMLS NLP systems may be sufficient for good performance in at least some specific phenotype identification tasks. Another interesting work is the one in [32], which automatically extracts explicit knowledge from databases under the form of IF-THEN rules containing AND-connected clauses. This knowledge is applied for diagnosis in the medical domain.

Thus, by analysing all these NLP systems and techniques, we can conclude that most of them use UMLS as a knowledge source in the biomedical and health domains.

B. STRUCTURED DATABASES AND DATA MINING

Structured databases allow DM and Machine Learning (ML) techniques to be applied directly for extracting the relevant knowledge. In short, DM is the process of analysing data from various perspectives and summarizing it into useful information [33]. The hidden information that is made available through data mining can benefit the person involved by providing efficient decision support. It is stated that providing decision support in the healthcare sector can help save human lives [34]. Data-driven healthcare opens up new opportunities in personalised medicine, preventive care, chronic disease management and in telemonitoring and managing patients with implanted devices [35].

In addition, extracting knowledge from information and data has been the main goal in a lot of work related to data management dealing with several different application areas including healthcare [36]. Machine learning tech-
Techniques are being intensively applied to the healthcare sector for predictive analysis. These techniques are classified into three categories: (1) association rule, (2) classification and (3) clustering [37]. A survey on DM approaches for healthcare can be found in [38].

Association rules refer to the discovery of relationships between elements. For example, they may discover that a set of indications or symptoms frequently occur together with another set of symptoms. A priori is a typical method in this category. Some recent examples of the application of association rule DM to different sectors of healthcare can be found in [33], [39], and [40].

Classification maps data items into one of several predefined classes. For example, classification rules about a disease can be extracted from previous known cases and then used to diagnose new patients of the disease based on their symptoms. Decision Trees [41], [42], Artificial Neural Networks [42], [43], Support Vector Machines [44], [45], [46], Bayesian Networks [46] and Naive Bayes [47] are examples of classification approaches applied to healthcare.

Clustering recognizes the class for a set of unclassified elements according to their attributes. For example, a set of diseases can be grouped into several clusters based on the similarities in their symptoms, and the common symptoms of the diseases in a cluster can be used to describe or predict that group of diseases. K-nearest neighbor (K-nn) is one of the most popular methods of clustering. Examples of application in healthcare can be found at [48] or [49].

Other artificial intelligence techniques include evolutionary methods [50]. For example, in [51], a genetic algorithm is used as part of the process for identification of patient phenotype cohorts, by mining textual data from health records.

Another important set of new techniques comes from Web data mining. Web data mining aims to uncover useful information and knowledge from the web hyperlink structure, page contents, and usage data [52]. One recent example of its application for disease prediction can be found in [53], where a remodeling of HIT's algorithm is proposed.

Datasets used in many current health informatics studies can be categorized as Big Data. Big Data can be defined as including the following qualities: Volume, Velocity, Variety, Veracity, and Value [54]. Volume refers to the large size of datasets, Velocity refers to the great speed with which new data is incorporated, Variety refers to the different formats and structures used for data representation, Veracity refers to correspondence with reality, and Value refers to quality of the dataset in correlation to the intended result.

In the healthcare sector, there are an increasing relevant big datasets coming from, among others: widespread uptake of electronic health records (EHR) [34], [55]; clinical sensors, some of them wearable, used in new health monitoring systems [56]–[58]; health relevant environmental data, such as pollution, tobacco smoke, pollen, now available through mobile devices and wireless networks [59]; social networks and online services [60], [61].

One problem in relation to the mentioned datasets is the design of architectures and frameworks allowing record processing at a reasonable throughput in a scalable way.Generic big data solutions such as the MapReduce framework, distributed file systems or NoSQL databases have been successfully applied to some health informatics problems in diverse proposals ([62]–[64]). In [65], these technologies and their possibilities in the clinical data analysis are described.

We conclude this section by referring to an additional problem caused by the general availability of a plethora of databases, resulting in the need to integrate or merge different databases [66], [67]. Merging poses several problems. For example, duplicated tuples need to be removed and replaced with a single tuple that represents the joint information of the duplicate tuples to the greatest extent ([68]), which can breach referential integrity. This fusion also poses additional problems such as typographical errors, lack of standardization and missing data, making it a considerable task. The problem is even greater when heterogeneous data sources are merged [69]. For example, Bilke et al. [70] and Naumann et al. [71] proposed the HumMer system for the semi-automatic integration of heterogeneous data sources. It distinguishes three steps in the process of data integration: schema matching, duplicate detection, and data fusion. In [72] additional merge problems are described: when the database models are different (e.g. relational database vs. object-oriented database), different data schemas (i.e. different ways of describing data or different codification criteria), mismatched domains, semantic conflicts, semantic reconciliation, schema integration, etc.

C. SENSOR DATA

Recently, different approaches have been developed in the communication between biomedical sensors and smartphones. The system architecture developed by Cobelli et al. [73] presents two means of communication in the frame of Type 1 Diabetes: the first is communication between the Continuous Glucose Monitor (CGM) sensor and the smartphone, and the second is communication between the smartphone and the insulin pump. The proposal by [74] faces the critical characteristics of Diabetes management as each diabetic is a unique case with specific needs. Through data mining algorithms their proposal provides individual advice to the diabetic user. An interesting contribution of their work is that when the number of records is not enough to attain useful conclusions, their proposal uses a set of logical rules, defined from medical protocols, directives. Moreover, in the frame of cholesterol measurements, Oncescu et al. [75] present a system that can be used to measure and track cholesterol levels directly on a smartphone throughout the optimal image acquisition and processing. Also, Yi et al. [76] show a communication architecture between the smartphone and different sensors such as a temperature sensor and an electrocardiography (ECG). Other approaches in the communication scenario...
between smartphones and biomedical sensors is presented by Fortino and Giampa [77] who present the Continuous Blood Pressure Measurement. Finally, mention the paper by [78] that presents a multi-sensors system to enhance the accuracy of potentially dangerous heart rate variability by considering patient context information.

With the aim of obtaining a data set of human activity recognition, the previous research work developed by Reyes-Ortiz et al. [79] presents the set of experiments that were carried out with a group of 30 volunteers within an age bracket of 19–48 years. The group performed a protocol of activities composed of six basic activities: three static postures (standing, sitting, lying) and three dynamic activities (walking, walking downstairs and walking upstairs). The experiment also included postural transitions that occurred between the static postures. These are: stand-to-sit, sit-to-stand, sit-to-stand, lie-to-stand, and lie-to-stand. All the participants were wearing a smartphone (Samsung Galaxy S II) on the waist during the experiment execution. They captured 3-axial linear acceleration and 3-axial angular velocity at a constant rate of 50Hz using the embedded accelerometer and gyroscope of the device. The sensor signals (accelerometer and gyroscope) were pre-processed by applying noise filters and then sampled in fixed-width sliding windows of 2.56 sec and 50% overlap (128 readings/window). The sensor acceleration signal, which has gravitational and body motion components, was separated using a Butterworth low-pass filter into body acceleration and gravity. The gravitational force is assumed to have only low frequency components, therefore a filter with 0.3 Hz cutoff frequency was used. From each window, a vector of 561 features was obtained by calculating variables from the time and frequency domain.

The experiments were video-recorded to label the data manually. The obtained dataset was randomly partitioned into two sets, where 70% of the volunteers were selected for generating the training data and 30% the test data.

Moreover, smartphones have also been used to measure physical activity and the sedentary lifestyle levels of people. Regular physical activity is known to help prevent and treat numerous non-communicable diseases like diabetes. Smartphone apps have been shown to increase physical activity in primary care. It is a fact that nowadays there are many apps that can report on the degree of physical activity of users. For example, variables like speed walking, running, climbing stairs and physical activity duration can be measured by new healthy lifestyle apps.

**D. DATA INTEGRATION**

As presented in [80] and [81], in the past many techniques have been developed on data integration of different heterogeneous data sources:

- Most research on data integration has focused on the relational model. In many ways, the relational model and the datalog query language are the simplest and cleanest formalisms for data and query representation, so many of the fundamental issues were considered first in that setting. [82]–[87].
- XML (W3C recommendations)³ has become the default format for data export from both database and document sources, and many additional tools have been developed to export to XML from legacy sources. However, XML is not meant to directly resolve semantic heterogeneity or introduce standard schemas in any domain [88]–[93].
- Uncertainty can be introduced in multiple aspects of data integration: (a) Data, some of the data may be extracted from unstructured data and we may be uncertain about the accuracy of extraction; (b) Schema mappings, may be generated using semiautomatic techniques and we may not have the resources to validate all these mappings. Uncertainty about schema mappings can be very common in data integration applications; (c) Queries, the system may need to offer the user a keyword-query search interface and needs to translate the keyword queries into some structured form, so they can be reformulated onto the data sources. The translation step may generate multiple candidate structured queries, and therefore there will be uncertainty about the intended user query; (d) Mediated schema, when the domain of the integration system is very broad, there may even be some uncertainty about the mediated schema itself. [94]–[99].
- The Knowledge Representation (KR) system stores the underlying model of the domain that is employed by many artificial intelligence applications, such as planners, robots, natural language processors, and game-playing systems. KR systems use reasoning techniques to answer queries about knowledge. Some aspects of data integration can also be viewed as a knowledge representation problem. Data sources and their contents lend themselves to rather complex modeling. Determining the relationships between data sources, or between a data source and a mediated schema, often requires subtle reasoning. For these reasons researchers have considered applying knowledge representation techniques to data integration. Description logics is the main family of KR languages that has been employed in the context of data integration and it offers a set of logical formalisms for defining a domain ontology (a description of the entities in the domain, relationships between them, and any other known constraints). [100]–[104]. Finally, the work developed by Ganzha et al. [105] performs a rich study about available and ready to be used ontologies for the development of interoperable applications in the IoT environment by the interrelationships across the different heterogeneous data sources.

³http://www.w3.org/ (visited on 19th of March, 2018).
III. OUR APPROACH. ARCHITECTURE PROPOSAL

The preceding section reviews scientific literature regarding the different information sources and their integration. Due to the heterogeneity of these datasets, we believe that in this case, it is necessary to address the problem with new methods and approaches. New techniques are fundamental as the now traditional methods are more inadequate and restricted mainly due to the current big data situation. One of the main characteristics and advantages of our proposed architecture is the use of NLP and DM techniques that allow the processing, the integration and the extraction of relevant information of the different sources.

The architecture proposed in this paper is summarized in Figure 1, which shows a diagram representing the methodology employed in this study.

We have used an ontology-oriented architecture. The core ontology has been defined as a KB and allows data integration of the different sources. This integration will be made identifying the equivalent concepts and relations (ontology mapping) of the different sources. In our methodology we can distinguish two phases: (1) data collection phase and (2) running phase.

In the data collection phase the information from various data sources is collected. Specialized domain ontologies for each specific data source are used. A process, called rules extraction, is applied to each different source. In the case of unstructured information (Web data) NLP techniques are used for the purpose of obtaining the Web rules. Regarding to structured information (structured databases) NLP and DM techniques are used to obtain DM rules. Finally, all the information is integrated with the process of ontology mapping in which the equivalences between the concepts of the data sources are established. The result of the data collection phase is a set of different kinds of rules that we have called integrated rules (integrated Web rules, integrated DM rules, etc.). All these rules are specified using the same concepts, that is, the concepts of the core ontology.

In the running phase the information collected from the sensors (sensor data) and the integrated DM rules are sent to the telemedicine system. If the system detects any abnormal measurement it sends the corresponding alarm to the medical team. The physician analyses the alarm by consulting the integrated Web rules. Finally, they will act: (1) rejecting the alarm because it is an exception, or (2) accepting the alarm. All this information will be considered in order to improve and refine the integrated DM learned rules.

In the next two subsections the abovementioned processes of rules extraction and ontology mapping are described in detail.

A. THE RULES EXTRACTION PROCESS

We can distinguish different extraction processes depending on the information source. In this paper we focus on unstructured and structured data. Therefore, the process to extract the rules from Web data and from structured databases are defined below.

1) WEB RULES EXTRACTION

In order to manage the great quantity of unstructured information processed by the system and to help physicians in their decision-making process, the NLP module performs a set of tasks with the aim of giving physicians sufficient information in terms of quantity and quality needed to make the right decisions in the treatment of patients. These tasks combine different NLP techniques as described below:

- Document selection. With regard to the information extracted from the Web, documents related to the health sector are selected.
- Information Retrieval (IR) Task. This IR task consists in finding those documents that satisfy the physicians’ information needs from the large document collections. Our approach uses the term frequency-inverse document frequency (tf-idf) technique to accomplish its goal. In this technique, each word has a statistical measure (weight) assigned to it, which is used to evaluate how important a word is to a document collection. Importance increases proportionally to the number of times a word appears in the document but is offset by

---

the frequency of the word in the collection. Therefore, according to the information needs of physicians formulated as an utterance in natural language, the IR task retrieves those documents that contain the most number of words from the given utterance in the tf-idf frame explained. This task allows huge volumes of text to be filtered with the aim of decreasing the quantity of text in which computational expensive NLP techniques will be applied.

- Ontology-Based Semantic tagging and Retrieval Tasks. After filtering the document collections, the information request posed by physicians is semantically analysed with the aim of tagging the possible semantic types expected in the documents. On the one hand, this task consists of using the domain ontology as a knowledge source to label words and utterances contained in the documents retrieved in the previous IR task. On the other hand, once the words and utterances of the summaries have been semantically labelled as entities, the task ranks these documents according to the amount of semantic types expected in the documents. Thus, based on this ranking, the system assumes that the top documents are candidates for containing sufficient information in terms of quantity and quality that physicians need for their decision-making process.

- Information Extraction Task. This task performs a specialized Information Extraction process in the medical domain. Previously, the selected documents were partial syntactic parsed—only noun phrases (np), verbal phrases (vp), and prepositional phrases (pp) are identified—. Furthermore, the named entity recognition process was carried out in order to tag the noun phrases—for instance, GA (glycated albumin) and HbA1c are tagged as “protein” entities whereas DPN (diabetic peripheral neuropathy) is tagged as “disease” entity—.

- Ontology mapping. The different data sources will have their own ontologies or semantic resources, referred to above as domain ontologies. As previously mentioned, the information of each source will be semantically enriched/associated with the information extracted from their specific domain ontology. Furthermore, the core ontology has been defined as a KB. This ontology will be used when the integration of all information is carried out. To accomplish this integration, data sources have been described in terms of the core ontology through the equivalent concepts and relations (ontology mapping) between the core ontology and the specialized domain ontologies of the different sources. This process will be explained in detail in the next subsection.

- Extraction of the integrated Web rules. Finally, the integrated Web rules that use core concepts are extracted thanks to a series of predefined patterns described in terms of the core ontology concepts. The rules contain relevant information about the doctors’ needs. This result is provided to the specialist physicians. With this information, they can create a personalized treatment for the patient depending on their personal characteristics with a more accurate analysis of the alarms produced by the telemedicine system. The Web rules will be later used by physicians and computer experts to improve the DM rules used by the telemedicine system.

2) DM RULES EXTRACTION

With the aim of gathering the DM rules from structured information several NLP and DM tasks are carried out:

- Document selection. With respect to structured databases, databases related to the health sector could be used.6

- Ontology-Based Semantic tagging. Once the database has been selected, the objective of this task is to identify the semantic concept of each field of the database in order to subsequently perform the integration of different data sources. All the database attributes are searched in the domain ontology obtaining their semantic concepts. As previously mentioned, WSD techniques should be applied if it is necessary to obtain a unique semantic concept.

- Data Mining task. As already mentioned in Section II-B, there are three main Machine Learning techniques. From these, we have decided to use classification techniques because they are the most adequate strategies for solving the problem of diagnosis and treatment of diseases based on patients’ symptoms (our case study). The results of this task for structured databases is the classification of data into pre-defined classes. Depending on the specific problem, we can use different classification approaches cited in Section II-B. In the experimentation of this paper, we have used decision trees to obtain a set of rules that determine the diagnosis or treatment of a patient’s disease.

- Ontology mapping and acquirement of the integrated DM rules. In this task, the rules obtained after the DM process are expressed in core concepts after the ontology mapping. These rules are called integrated DM rules and they are used by the telemedicine system with the objective to check the information collected by the sensors (sensor data) detecting any abnormal measurement.

B. THE ONTOLOGY MAPPING PROCESS.

DATA INTEGRATION

The ontology can represent complex relationships between data sources, the mediated schema, and queries. The inference engine can reason these relationships to decide whether

---

6For example, the following URLs’ repositories could be processed (visited on 19th of March, 2018): UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/index.php); EU Open Data Portal (https://data.europa.eu/euodp/en/dataset?q=diabetes &ext_boolean=all); data.world open portal (https://data.world/).
data sources are relevant to given queries. Furthermore, ontologies can resolve semantic heterogeneity (unlike XML format). For these reasons, ontologies have been chosen as an integrator mechanism of all data sources in our proposal and, consequently, we present an ontology-oriented architecture.

The ontology will serve as the mediated schema of the data integration system. The different data sources will have their own ontologies or semantic resources, referred to above as domain ontologies. Thus, the information of each source will be semantically enriched/associated with the information extracted from their specific domain ontology.

Furthermore, the core ontology has been defined as a KB. This ontology will be used when the integration of all information is carried out. To accomplish this integration, data sources have been described in terms of the core ontology through the equivalent concepts and relations (ontology mapping) between the core ontology and the specialized domain ontologies of the different sources.

With the objective to select the core ontology, we have based on the concept of Universal Ontology (UO) presented by Olivé [108]. By UO Olivé means the formal specification of all the concepts that we use and share. This includes the concepts of general use, those that are particular to the existing disciplines, and those specific to any kind of human or organizational activity. The UO specifies the concepts that apply to objects, to their relationships, and to the actions or events involving those objects. In the UO four levels of concepts are distinguished: (1) Conceptual Model, (2) Foundational, (3) General, and (4) Domain. If we arrange vertically the levels and populate each level, the result can be interpreted as a pyramid, called the UO pyramid, in which the base is the Domain Level. Each of these levels is briefly described below:

1) The Conceptual Model (or Ontology Model) Level comprises the meta types and the direct or indirect supertypes of all the concepts in the UO. The concepts at this level are used to define the rest of the UO.

2) The Foundational Level includes abstract concepts that have been proposed in the foundational ontologies. The concepts at this level cannot be directly instantiated to publish facts and, therefore, they are not essential in the proposed UO. However, they may be useful for clarifying the semantics of other concepts, for defining only once knowledge that is common to several concepts, and for reasoning purposes.

3) The General Level contains the concepts for general purposes. These concepts are subtypes or instance of concepts at the conceptual Model Level, and, possibly, of concepts at the Foundational Level. There are several ontologies that could provide an excellent basis from which to build the General Level of the UO. Among them, we could mention WordNet [109] and CYC [110].

4) The Domain Level contains the concepts corresponding to the languages for special purposes. Therefore, this level contains all existing domain ontologies. Since there are many domain ontologies the Domain Level includes several millions of concepts. Achieving a satisfactory arrangement of these ontologies is the main technical challenge of the UO. The concepts at the Domain Level are subtypes or instance of concepts at the General Level, and, possibly, of concepts at the Foundational Level.

According to the UO presented, in our proposal we have used WordNet as the core ontology. It is a perfect basis to create the General Level of the UO. WordNet defines noun, verb and adjective synsets that may be the source of the entity types and properties of the UO. WordNet 3.0 comprises over 80,000 noun synsets (concepts), which include most entity types that have a name in English (general purpose). There are already “wordnets” in many languages, which include links to the English WordNet. It comprises also over 13,000 verb synsets, which include most properties that have a name in verb form. Finally, WordNet comprises also over 18,000 adjective synsets, most of which can be considered as Boolean properties.

Concerning the ontology mapping process between the specialized domain ontologies and the core ontology, there are two kinds of mappings: vertical and horizontal [108]. The vertical mappings define the correspondences between the domain ontology and the concepts at the general level (WordNet in our approach). The horizontal mappings define the correspondences between the domain ontology and the other ontologies at the domain level. In both mappings, a correspondence is a relationship between two concepts. In general, it can be an equivalence (the concepts are the same), an IsA (a concept is a subtype of the other) or a disjointness (no entity—or property– can be an instance of both concepts) [111].

In our approach, we propose the use of STROMA methodology [112] (SemanTic Refinement of Ontology MAppings) to determine both vertical and horizontal automatic semantic ontology mappings. The authors present a two-step methodology that leverages the capabilities of state-of-the-art ontology match tools. In a first step, they apply a state-of-the-art match tool to determine an initial ontology mapping with approximate equality correspondences. In the second step, authors apply five different techniques (including linguistic approaches and the use of dictionaries) to determine for each correspondence its most likely kind of relationship (equality, is-a –subsumption–, inverse is-a, part-of and inverse part-of relations). The five implemented strategies are the following: (1) Compound strategy that processes the compound words (head + modifier); (2) Background Knowledge strategy which uses linguistic resources or dictionaries (WordNet, OpenThesaurus⁷ and parts of the UMLS Metathesaurus⁸) to check the relations; (3) Itemization strategy that is used if at least one of the two concepts in a correspondence is

⁷https://www.openthesaurus.de/ (visited on 19th of March, 2018).
an itemization (a list of items); (4) Structure strategy which takes the explicit structure of the ontologies into account; (5) Multiple Linkage is a specific strategy that draws conclusions of schema elements participating in more than one correspondence.

**IV. CASE STUDY**

**A. OVERVIEW**

Now that we have introduced the system architecture (Figure 1), in the following subsections we explain the application of our architecture to the healthcare environment scenario. Specifically, we focused on a telemedicine system to facilitate the diagnosis and treatment of patients with diabetes.

First of all, the context of the disease (Section IV-B) is presented. Next, Section IV-C describes the dataset used in our experiments. Following this, the data collection phase is explained, explicitly the rules extraction process: Web rules extraction (Section IV-D) and DM rules extraction (Sections IV-E). Finally, Section IV-F presents the running phase which includes sensor data collection and how the telemedicine system works.

**B. THE CONTEXT**

In our case study we will focus on Diabetes Mellitus (DM), commonly referred to as diabetes. It is a group of metabolic diseases in which there are high blood sugar levels over a prolonged period. Symptoms of high blood sugar include frequent urination, increased thirst, and increased hunger. If left untreated, diabetes can cause many complications. Acute complications include diabetic ketoacidosis and nonketotic hyperosmolar coma and are the consequence of an inadequate control of the disease. Serious long-term complications include cardiovascular disease, stroke, chronic kidney failure, foot ulcers, and damage to the eyes.

The major long-term complications of diabetes relate to damage to blood vessels. The primary complications of diabetes due to damage in small blood vessels include damage to the eyes (diabetic retinopathy), kidneys (diabetic nephropathy), and nerves (diabetic neuropathy). Regarding “macrovascular” diseases, complications include stroke, and peripheral vascular disease.

There are three main types of Diabetes Mellitus: (1) Type 1 DM (“insulin-dependent diabetes mellitus”–IDDM–) results from the pancreas’ failure to produce enough insulin; (2) Type 2 DM (“non-insulin-dependent diabetes mellitus”–NIDDM–) begins with insulin resistance and it produces a progressive defect in insulin secretion; (3) Gestational diabetes occurs when pregnant women without a previous history of diabetes develop a high blood-sugar level.

In our experiment we will study patients with Type 1 Diabetes. A telemedicine system will be used to track the disease and the treatment of diabetic patients with the objective of preventing the abovementioned complications that are typical of this disease from occurring. Our efforts will be aimed at achieving personalized medicine for each patient. Regarding the personalized treatment of diseases three possible scenarios can be identified: (1) assisting health professionals during the decision-making process in clinical environments; (2) providing chronic and dependent patients with access to relevant information about their health; (3) supporting evidence-based training for new medical students.

From these scenarios we will focus on the following:

1) Physician’s perspective: the treatment that professionals give a diabetic patient. The goal of diabetes treatment is to restore normal glycemic levels. In type 1 DM and Gestational diabetes a treatment to substitute insulin or insulin analogues is applied. In type 2 DM similar treatment may be applied, or treatment with oral antidiabetics. To determine if the treatment is adequate a test called the glycated hemoglobin, HbA1c test, is carried out. The test provides average blood glucose levels over a period of two to three months. A non-diabetic person has an HbA1c < 6%. In patients with type 1 DM the treatment is correct only if the HbA1c test result stays below the target value.

2) Patient’s perspective: the information provided in real-time about blood glucose and HbA1c tests allows the patient to have their disease exhaustively tracked without being hospitalized. Moreover, the telemedicine system is able to detect any anomaly in the patient’s treatment. If an anomaly occurs, an alert will be sent to the physician staff. The physician will take the appropriate steps, for example, changing the medication or the dose of a specific drug.

**C. DATA DESCRIPTION**

For the purpose of checking the performance of our architecture we have used different types of information sources. We have used data extracted from the Web and structured data extracted from a data repository in the data collection phase. Data collected from sensors has been used in the running phase. Specifically, we have experimented with:

1) Web data. The type of unstructured and semi-structured information from the Internet (including social networks) that is continuously gathered is unlimited. However, in this example, we are going to restrict the information to the specific context of two websites: PubMed and PLOS ONE. PubMed is an excellent place to obtain information as it comprises more than

---

9 Blood glucose (BG) concentration will vary even in persons with normal pancreatic hormonal function. A normal BG ranges approximately 80-140 mg/dl. The target range for a person with diabetes mellitus is very controversial. It would be very desirable to keep 90% of all BG measurements < 200 mg/dl and that the average BG should be 150 mg/dl or less.

10 Target values of HbA1c are established by different organisms. They are slightly different. For instance, the American Diabetes Association – ADA– defined in 2005 the target A1c of 7.5%-8% or less whereas the National Institute for Health and Care Excellence of United Kingdom – NICE– published in 2016 the updated guidelines that recommend a target A1c level of 6.5% or lower.
24 million citations of biomedical literature from MEDLINE, life science journals, and online books. PLOS ONE publication is a multidisciplinary Open Access journal. PLOS ONE’s broad scope provides a platform to publish primary research, including interdisciplinary and replication studies as well as negative results. It features reports of original research from all disciplines within science and medicine.

2) Structured database. We have used a highly referenced website with structured information ready for data mining using several AI methods: the UCI database. The UCI Machine Learning Repository is a collection of databases, domain theories, and data generators that are used by the machine learning community for the empirical analysis of machine learning algorithms.

3) Sensor data. Currently, there are not only a lot of inexpensive devices for collecting data from the human body, but smartphones can also gather this information.

As has been shown in Figure 1, there are other possible sources of information (the nodes of our architecture) but for reasons of space constraints of this paper we have restricted our sources to these three very significant nodes as they represent a fully operational set.

D. WEB RULES EXTRACTION

The steps to obtain the Web rules, previously explained in Section III-A.1, are the following:

- IR task to obtain the relevant documents for the physician's needs (use of keywords such as HbA1c, blood glucose, race, age, etc.).
- Semantic tagging of the concepts found in the relevant documents retrieved (use of the domain ontology, UMLS in our example).
- Partial parsing and IE task to identify the document entities.
- Ontology mapping (UMLS-WordNet) to identify equivalent or compatible concepts between different resources.
- Extraction of Web rules using predefined patterns with WordNet concepts.

Next, we are going to explain in detail the mentioned steps. The two first steps are the document selection and the IR task (Figure 2).

With respect to the document selection, we have chosen documents related to the health sector (mentioned in Section III-A.1) from PubMed and PLOS ONE URLs. These documents are of a wide variety of themes and topics. Therefore, it is necessary to carry out a filter to select only documents about diabetes. This is achieved by applying the next step, the IR task. As previously mentioned in Section III-A.1, the objective of this task is to retrieve the documents relevant to the user needs. The user requirements are introduced by the experts (the physicians) as keywords in natural language related to the main topic: diabetes. In Figure 2 a set of keywords are shown: HbA1c, race, age, A1c test, diabetes medication, etc. The output of this step is the set of relevant documents to the keywords. For instance, in the figure, the document about lung cancer is discarded because it is not related to diabetes disease.

The next step is the semantic tagging of the concept documents (Figure 3). We have used the domain ontology UMLS. In our proposal, one of the main goals is to conceptualize the
different terms and expressions in the texts obtained from the Web. As seen in the previous state-of-the-art section, UMLS is the most frequently used resource by NLP systems in the diverse specialized subdomains in the areas of medicine and health. For the purposes of conceptualization, we consider that UMLS is the best resource because of its wide variety of specialized sources in different subdomains of the medicine and health sectors.

In Figure 3 an example of the semantic tagging can be observed. For example, from the PubMed document with URL code “https://www.ncbi.nlm.nih.gov/pubmed/26783014” (visited on 19th of March, 2018) the following text was extracted: HbA1c and MBG were higher (p < 0.0001) in blacks [10.4% (90.3 mmol/mol), 255 mg/dL] than whites [8.9% (73.9 mmol/mol), 198 mg/dL].

Table 1 shows the labeling of the UMLS concepts of the previous text. On the one hand, the CUI column uniquely identifies the concept while the CN column shows the name of the concept, and on the other hand, the TUI column uniquely identifies the semantic type while the STY column describes the name of the semantic type associated to the concept.

The output of this step is the semantic tagging with UMLS concepts of the relevant documents. For example, the words HbA1c and black of the relevant document are tagged with the UMLS concepts (CN columns) “glycated hemoglobin test” and “black race” respectively (Figure 3).

Once the semantic tagging of the concepts has been performed, a set of rules are extracted from the partial parsing of the text in the following step (Figure 4). In this way, each clause that contains any semantic link will be converted into a rule. For example, in the clause “HbA1c and MBG were higher (p < 0.0001) in blacks [10.4% (90.3 mmol/mol), 255 mg/dL] than whites [8.9% (73.9 mmol/mol), 198 mg/dL].”, the parsing will tag the following noun phrases (np), verbal phrases (vp), and prepositional phrases (pp):

\[ np(HbA1c), np(MBG), vp(be), pp(in, np(blacks, 10.4\%, 90.3 \text{ mmol/mol}, 255 \text{ mg/dL})), np(whites, 8.9\%, 73.9 \text{ mmol/mol}, 198 \text{ mg/dL}). \]

Furthermore, after applying the IE task, a set of entities are extracted. In our example, three types of entities which express measures are identified: (i) percentage (10.4, 8.9), (ii) mmol/mol (90.3, 73.9), and (iii) mg/dL (255, 198).

In the following step, the ontology mapping between the concepts of the domain ontology (UMLS) and the core ontology (WordNet) is carried out (Figure 5). The STROMA methodology presented in Section III-B is used. For instance, we obtain that the UMLS concept “GLYCATED HEMOGLOBIN TEST” and the WordNet concept “HbA1c test#1” are equivalent. The output of this stage will contain the concepts tagged with the core ontology which will allow the data integration.
Finally, in the last step, the integrated Web rules that contain relevant information about diabetes are extracted thanks to a series of predefined patterns that use WordNet concepts (Figure 6). In the above example, the following two patterns related to HbA1c and MBG (Mean Blood Glucose) are used:

1) “HbA1c test” concept + “Race” concept + “measure_percentage” entity || “measure_mmol/mol” entity

2) “Blood glucose test” concept + “Race” concept + “measure_mg/dL” entity

For example, the first pattern specifies that an “HbA1c test” concept (relative to the HbA1c test) has been detected in the text. It is followed by a “Race” concept (relative to the person’s race) and an entity that expresses a measure in percentage or mmol/mol (the value of the HbA1c test result).

After applying the aforementioned patterns, the Web rules shown in Figure 7 are obtained.

HbA1c + blacks + 10.4%
HbA1c + whites + 8.9%
HbA1c + blacks + 90.3 mmol/mol
HbA1c + whites + 73.9 mmol/mol
MBG + blacks + 255 mg/dL
MBG + whites + 198 mg/dL

Consequently, the Web rules shown in Figure 8 are obtained. With this information the physician can create a personalized treatment for the patient depending on their race with a more accurate analysis of the alarms produced by the telemedicine system. Finally, the Web rules will be later used by physicians and computer experts to improve the DM rules used by the telemedicine system.

Another very illustrative example was extracted from the PLOS ONE document with URL code “http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0152332” (visited on 19th of March, 2018). The following text was found:

Children of school age (6 to 12 years) = target A1c of 8% or less; Adolescents and young adults (between 13−19 years) = target A1c of 7.5% or less.

In this example the following pattern is used:

3) “measure_age” entity + “HbA1c test” concept + “measure_percentage” entity || “measure_mmol/mol” entity

6 to 12 years + A1c + 8%
13-19 years + A1c + 7.5%

Consequently, the Web rules shown in Figure 8 are obtained. With this information the physician can create a personalized treatment for the patients depending on their ages. When an alarm is sent to a young patient, the physician will verify his/her exact age and will determine if the A1c value is correct or abnormal.

E. DM RULES EXTRACTION

The steps to extract the DM rules, presented in Section III-A.2, are the following:

- Semantic tagging of the concepts found in the database fields (use of the domain ontology, Cyc in our case study).
- Application of AI methods to obtain the DM rules enriched with semantic concepts.
- Ontology mapping (Cyc-WordNet) to identify equivalent or compatible concepts between different resources.

Next, we are going to explain in detail the mentioned steps. The two first steps are the document selection and the semantic tagging (Figure 9).

In terms of the document selection, we have used the structured data extracted from patients with diabetes used in the study developed by Strack et al. [113] and has been extracted from the Health Facts database (Cerner Corporation, Kansas City, MO), a national data warehouse that collects comprehensive clinical records across hospitals throughout the United States.

The database contains data systematically collected from participating institutions’ electronic medical records and includes encounter data (emergency, outpatient, and inpatient), provider specialty, demographics (age, sex, and race), diagnoses and in-hospital procedures documented by
ICD-9-CM codes, laboratory data, pharmacy data, in-hospital mortality, and hospital characteristics.

The Health Facts data we used was an extract representing 10 years (1999-2008) of clinical care at 130 hospitals and integrated delivery networks throughout the United States. The database consists of 41 tables in a fact-dimension schema and a total of 117 features. The database includes 74,036,643 unique encounters (visits) that correspond to 17,880,231 unique patients and 2,889,571 providers.

The data set was created in two steps. First, encounters of interest were extracted from the database with 55 attributes. This data set is available as Supplementary Material available online,\(^\text{11}\) and it is also in the UCI Machine Learning Repository.

Second, preliminary analyses and preprocessing of the data were performed resulting in only these features (attributes) and encounters that could be used in further analyses being retained, in other words, features that contain sufficient information. The full list of the features and their description is provided in [113]. It is important to emphasize the specific attributes related to diabetes: “glucose serum test result” (blood glucose level), “A1c test result”, “diabetes medications” and “change of medications” (indicates if there was a change in diabetic medications –either dosage or generic name–) among others.

Finally, the information from the mentioned database for “diabetic” encounters was extracted. In this way, 101,766 encounters were identified related to diabetic patients. This data was used in our experiments.

The next step is the semantic tagging of the abovementioned “diabetic DB” using the domain ontology. We have used the Cyc ontology\(^\text{12}\) in our experiments because it stores a large volume of information and has a wealth of links to other ontologies/semantic resources (including health domains).

Specifically, to tag the structured data we have looked for all the attributes of the DB in Cyc. For instance, the attributes “A1c test result” and “Race” are tagged with the Cyc concepts “#HgbA1cBloodTest” and “#BiologicalSubspecies” respectively (Figure 9). The objective of this stage is to identify the semantic concept\(^\text{13}\) of each field of the DB in order to subsequently perform the integration of different data sources.

The following step consists of applying Artificial Intelligence methods with the objective to mine structured data to uncover hidden knowledge. We used decision trees to obtain a set of DM rules extracted from the data related to the treatment of patients with diabetes. This approach offers excellent results, as well as the benefit of the easy and efficient visualization of the data. The experiments were performed using Weka software [114]. The algorithm chosen in our study is C4.5 [115]. Tree C4.5 shows, in the form of a tree, the conditions for predicting the behaviour of a specified variable; furthermore, the set of DM rules or conditions are presented in the form of text. In our case study, we reduced the original number of attributes to 18 (the main ones related to diabetes: “race”, “age”, “glucose serum test result”, “A1c test result”, “diabetes medications”, “change of medications”, etc.).

From the point of view of the physician and the patient, one of the most important things is to analyse whether the patient’s treatment is adequate or not. Where it is not adequate, the physician must change the drugs or their doses in order to avoid complications of the disease. This attribute exists in the DB and it is called “change of medications”. Therefore, our experiments are focused on predicting the value of this variable (which uses the values of Ch and No to indicate whether the medication should be changed or not respectively) depending on the conditions that occur. A fragment of the obtained DM rules is shown in Figure 10.

\(^\text{11}\)http://dx.doi.org/10.1155/2014/781670 (visited on 19th of March, 2018).


\(^\text{13}\)As previous mentioned in Section III-A.1 WSD techniques should be applied if it is necessary to obtain an unique semantic concept.
not dangerous for the patient. Finally, these DM rules are supervised by a medical specialist to detect errors or to make improvements to them.

In the DM rules obtained in the experiment, the first factor that influences the change of the patient’s medication is the blood glucose test result, “glucose serum test result”. In the DB this variable has 4 values: (1) Norm (normal value), (2) None (no glucose measure), (3) >200 and (4) >300.

We focus on the DM rules obtained when the glucose measurement is anomalous (if the value is Norm or None, no immediate action is taken because there is not any alarm and, initially, no warning is sent to the system). The rules show that if the glucose value is >200 (it is a high value), the A1c test result must be checked. Depending on its value and whether the patient has been previously admitted to the hospital the change of the patient’s medication will be decided. Where the medication needs to be changed, an alarm is sent to the system for review by the specialist. Finally, the rules indicate that if the glucose measurement is >300 (a very high value) the medication will be changed. This rule will be reviewed by a specialist who must confirm or modify it.

In Figure 11 the enriched DM rules can be observed. For example, in the rules in which the A1cresult attribute of the database appears, its corresponding Cyc semantic concept has been added: A1Cresult(#HgbA1cBloodTest) = Norm: No, A1Cresult(#HgbA1cBloodTest) = >7, etc.

In the final step, the ontology mapping between the concepts of the domain ontology (Cyc) and the core ontology (WordNet) is carried out (Figure 12). For instance, we obtain that the Cyc concept “#HgbA1cBloodTest” and the WordNet concept “HbA1c test#1” are equivalent. This information is included in the rules obtaining the DM rules enriched with the WordNet semantic concepts: A1Cresult(#HgbA1cBloodTest, HbA1c test#1) = Norm: No, A1Cresult(#HgbA1cBloodTest, HbA1c test#1) = >7, etc. The final result of the DM rules extraction process is a set of enriched DM rules in which the attributes are labeled with their semantic concepts using the core ontology allowing the integration of the different data sources.

These automatically obtained DM rules are very important because they are used by the telemedicine system. The DM rules determine the change of the patient’s medication and the sending of the alarm to the physician. We can summarize that the patient’s quality of life has considerably improved: (1) the use of sensors (which perform blood glucose and A1c tests) allows their health status to be monitored in real time, without visiting the hospital; (2) if there is no alarm, it is not necessary for a doctor’s visit or face-to-face monitoring.
(3) the physician can remotely “monitor” the patient’s condition in real time and “adjust” their medication in a more efficient way. Furthermore, it is important to mention that the clinical costs are also reduced for these mentioned reasons.

**F. SENSOR DATA. RUNNING PHASE**

The results of this stage for sensor data is the real-time collection of specialized patient data using sensors. This is carried out in the running phase. The information collected from the sensors is sent to the telemedicine system in real-time. If anomalous data is observed/processed, the system will send an alarm to the medical team so that the data is analysed by them.

In our experiments, we were interested in monitoring the main Key Performance Indicators (KPIs) of Type 1 Diabetes patients during their daily physical activities. As seen in the previous state-of-the-art section, considering the large number of sensors that can be monitored to extract biomedical data from patients, we have focused on those that give more information about Type 1 Diabetes. Thus, we will use a sensor to perform the blood glucose measurement control and another one to perform the A1c or HbA1c test at the time intervals specified by the physician. By means of these main tests and other possible scores such as patients’ physical effort and sleeping time, the system has enough knowledge to predict abnormal behaviour of this part of the endocrine system in the patients and broadcasts alerts to the medical team.

Moreover, our proposal allows for other sensors that carry out other interesting measurements for this type of patients to be added. For example, cholesterol measurement control, heart rate, and blood pressure levels could be incorporated into the telemedicine system. All this information sent by the sensors is useful if it can be integrated with the remaining information sources. For example, if the sensors send information about heart rate, the DM rules (extracted from the structured data) should contain the “heart rate” attribute or equivalent to carry out the data integration.

For the purpose of monitoring the patients, each of them should have different sensors on their bodies that track all these scores and send them to the server, which checks all the scores in order to detect abnormal behaviour. The communication between the different sensors worn by the patients and the server that checks and stores these scores in real-time can be carried out by a dedicated smartphone that uses wifi or 4G to send these scores to the server.

As abovementioned, in the evaluation of our approach we have used the information provided by the sensors related to blood glucose and A1c tests. When the information is received by the telemedicine system, it is checked with the DM rules learned in the data collection phase to decide if there is an alarm (it is necessary a change in the patient’s medication).

In Figure 13 a new fragment of the obtained DM rules can be observed. The rules show that if the result of the glucose serum test does not exist (max_glu_serum = None), the A1c test result must be checked. If A1c test is very high (=>8) the patient’s medication will be changed depending on his/her age and race. If the patient’s age is [20-30] and his/her race is AfricanAmerican and he/she has been previously admitted to hospital (at most one time) the medication must be changed and the alarm is produced by the system. At this moment, the specialists analyse if an exception or anomalous data have been produced. They check the integrated Web rules (Figure 7 and Figure 8) obtained in the Web rules extraction process. As previously mentioned, in Figure 7, a relation between HbA1c (“HbA1c test” concept) and the patient’s race (“Race” concept) has been detected establishing that in black people the target value of HbA1c test is 10.4% whereas in white people the target value is 8.9%. Subsequently, there is an exception of the learned DM rule in patients with race = AfricanAmerican. Therefore the alarm is discarded and the DM rule is improved with this exception for further decisions. On the contrary, if the A1c is =>8 and the patient’s age is [10-20] the DM rule says that it is not necessary to change the medication. However, according to extracted Web rules, Figure 8, a relation between HbA1c (“HbA1c test” concept) and the patient’s age (“measure_age” entity) has been found. The rules specify that the target A1c of child from 6 to 12 years old could reach 8%. Subsequently, in this case, the medication’s change must be carried out. For these reasons, the learned DM rules need to be improved and refined with the rules extracted from the Web (in our experiments extracted from the PubMed and PLOS ONE documents).

We have carried out a second experiment, including new information that will refine and improve the telemedicine system. For this purpose, we have used the specific data obtained from each patient’s blood glucose test sensors. The diabetes files of 70 patients from the UCI ML repository have been used and each patient’s file has many...
records with glucose measurements and other data taken at different intervals. There are four fields per patient record which contain the following information: date, time, descriptive code, and value. The descriptive code field specifies different types of information: Regular/NPH/UltraLente insulin dose, pre-breakfast/pre-lunch/pre-supper blood glucose measurement, hypoglycemic symptoms, typical meal ingestion, etc.

For each patient we have selected the daily blood glucose measurement information. Specifically, the pre-breakfast, pre-lunch, and pre-supper blood glucose measurements have been chosen. The objective is to analyse the blood glucose evolution during the day for each specific patient to facilitate a personalized treatment. Consequently, personalized alarms will trigger when set limits have been surpassed. We use Weka Software for time series analysis to forecast future time steps from the incoming historical data. In the first test, we used the data obtained every day before breakfast for the same patient (in the example we used the data of patient 02 for 94 consecutive days). The predictions of pre-breakfast blood glucose test for the next 5 days using Linear Regression (LR) and Support Vector Machines (SVM) approaches are shown in Figures 14 and 15. The results of the blood glucose test are shown on the ordinate axis and the different measurements (in sequential order) are shown on the abscissa axis.

As observed in Figures 14 and 15 there are significant differences between the predictions using LR and SVM. In the experiment, for day 95, LR predicts a value of 188.6 while SVM predicts a value of 210.7. In our proposal, we have decided to establish a prediction range obtained with the different approaches. This range will indicate a reasonable (non-anomalous) measurement of blood glucose for the following day. For example, taking into account the history of pre-breakfast blood glucose measurements, for patient 02, a range of [188.6-210.7] is established for the measurement of day 95. Similarly, predictions for lunch and supper measures would be carried out. These new rules extracted from daily and personalized information will be included in the

---

**FIGURE 14.** Daily pre-breakfast blood glucose measurements for patient 02. Predicted values for the next 5 days using LR.

**FIGURE 15.** Daily pre-breakfast blood glucose measurements for patient 02. Predicted values for the next 5 days using SVM.
Correspondingly, in order to improve the predictions of the pre-breakfast measurement, we did another experiment. For this, we also used the pre-lunch and pre-supper measurements. The idea is that the pre-breakfast measurement does not depend exclusively on the measurements obtained in the breakfast of the previous days, but also depends on the measurements obtained in the lunch and supper of the previous days. The predictions of pre-breakfast, pre-lunch and pre-supper blood glucose tests for the next 3 days (9 predictions) are shown in Figures 16 and 17.

In Figures 16 and 17 there are no significant differences between the predictions using LR and SVM. In the experiment, for measure 282 (breakfast on day 95), LR predicts a value of 188.1 while SVM predicts a value of 188.2. In this case, a range of [188.1-188.2] is established for the pre-breakfast measure of day 95. In conclusion, we will incorporate these more precise rules—obtained with the three daily measurements—in the telemedicine system.

Finally, to complete the experiments, we have carried out an analysis to determine the topics (attributes) of the most used concepts in the documents selected in the web rules.
A case study in the diabetes scenario has been shown to prove the validity of the proposed model. A telemedicine system that helps the physician provide diabetes treatment and make decisions has been presented. The system allows the physician to improve the DM rules by integrating the information gathered from specialized Web documents. With this new information, the physician can create a personalized treatment for the patient (depending on their specific characteristics) and analyse the alarms produced in the telemedicine system more accurately.

The main novelties presented are the following: (1) an ontology-oriented architecture that uses a central ontology that permits communication between different data sources each with its own ontology; (2) an improvement of the traditional AI systems on diabetes’ treatment. The personalized treatment of each patient and the improvement of traditional AI systems have been made possible by including different data sources; and (3) the application of the proposed architecture in the telemedicine system in order to improve its performance.

In a short-term future study, and as a part of an ongoing project, the objective is to improve the performance of another of the V’s of Big Data. In particular, by incorporating a flexible framework for real-time embedded systems. This project provides solutions for a wide range of devices with very heterogeneous capabilities for which it is difficult to predict response times [117]. In future work, we plan to include new data sources such as Social Networks. Furthermore, automating the process for improving DM rules, including rules obtained after applying NLP techniques on Web data (Web rules), must be addressed.
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