Title: A PRELIMINARY APPROACH OF DYNAMIC IDENTIFICATION OF SLENDER BUILDINGS BY NEURONAL NETWORKS

Abstract: The study of the dynamic behavior of slender masonry structures is usually related to the preservation of the historic heritage. This study, for bell towers and industrial masonry chimneys, is particularly relevant in areas with an important seismic hazard. The analysis of the dynamic behavior of masonry structures is particularly complex due to the multiple effects that can affect to the variation of its main frequencies along the seasons of the year: temperature and humidity. Moreover, these dynamic properties also varies considerably in structures built in areas where land subsidence due to the variation of the phreatic level along the year is particularly evident: the stiffness of the soil-structure interaction also varies. This paper presents a study to evaluate the possibility of detecting the variation of groundwater level based on the readings obtained using accelerometers in different positions on the structure. To do this a general case study was considered: a 3D numerical model of a bellerower. The variation of the phreatic level was evaluated between 0 and -20 m, and 81 cases studies were developed modifying the rigidity of the soil-structure interaction associated to a position of the phreatic level. To simulate the dispositions of accelerometers on a real constructions, 16 points of the numerical model were selected along the structure to obtain modal displacements in two orthogonal directions. Through an adjustment by using neural networks a good correlation has been observed between the predicted position of the water table and acceleration readings obtained from the numerical model. It’s possible to conclude that with a discrete register of accelerations on the tower it’s possible to predict the water table depth.
Alicante, 1 of April of 2015

Dear Prof. Pol D Spanos:

I annex our manuscript: “A PRELIMINARY APPROACH OF DYNAMIC IDENTIFICATION OF SLENDER BUILDINGS BY NEURONAL NETWORKS”. This work is developed for possible publication in the “Dynamics & Control” special issue of the International Journal of Non-Linear Mechanics.

Kind regards.

Salvador Ivorra

Salvador Ivorra, Prof./PhD. Eng.
Highlights:
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- The application of neural networks validated with results of numerical simulations presents a good correlation with the water table depth. These results will be calibrated by an experimental campaign.
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Abstract

The study of the dynamic behavior of slender masonry structures is usually related to the preservation of the historic heritage. This study, for bell towers and industrial masonry chimneys, is particularly relevant in areas with an important seismic hazard. The analysis of the dynamic behavior of masonry structures is particularly complex due to the multiple effects that can affect to the variation of its main frequencies along the seasons of the year: temperature and humidity. Moreover, these dynamic properties also varies considerably in structures built in areas where land subsidence due to the variation of the phreatic level along the year is particularly evident: the stiffness of the soil-structure interaction also varies. This paper presents a study to evaluate the possibility of detecting the variation of groundwater level based on the readings obtained using accelerometers in different positions on the structure. To do this a general case study was considered: a 3D numerical model of a bollower. The variation of the phreatic level was evaluated between 0 and -20 m, and 81 cases studies were developed modifying the rigidity of the soil-structure interaction associated to a position of the phreatic level. To simulate the dispositions of accelerometers on a real constructions, 16 points of the numerical model were selected along the structure to obtain modal displacements in two orthogonal directions. Through an adjustment by using neural networks a good correlation has been observed between the predicted position of the water table and acceleration readings obtained from the numerical model. It’s possible to conclude that with a discrete register of accelerations on the tower it’s possible to predict the water table depth.
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1. INTRODUCTION

The study of the dynamic behavior of slender masonry structures has been extensively investigated by several authors ([1], [2], [3]). Some studies are developed to make a dynamic identification and / or characterization of the structural behavior of the structure. In other cases the dynamic behavior have been analyzed to obtain the structural response under different loads such as earthquakes, or dynamic actions produced by the swinging of bells [4] either to study its serviceability limit state (SLS) or its ultimate limit state (ULS) [5].

Examples of these case studies may be the Osmancikli works (2012) that analyses the stiffness changes of a bell tower as a result of some restoration activities or the Saisi (2015) works where the stiffness changes of a tower are analysed due to a seismic event. There are very limited studies analyzing the variation of the dynamic behavior of masonry structures depending on the humidity and temperature, but is fully shown that when continuous records are performed during different seasons in the same structure, the variation of the main frequencies can be detected [8].

Regarding the seismic behavior of these structures, a basic parameter are their main frequencies and their possible interactions with the frequency components of the seismic accelerogram for the location of the structure. If these frequencies vary, the same structure may have a different response to the same earthquake depending on the season due to the changes of humidity and temperature on the structure.

In some areas is particularly remarkable the phenomenon of subsidence [9], and therefore the variation of the water table under construction along the different seasons. This phenomenon generates some changes on the stiffness of the soil and therefore the variation of the stiffness of the soil-structure interaction, thereby producing ultimately a variation on the main frequencies of the structure and ultimately varying the response of this structure against the possible seismic loads. Ivorra (2010) studied the influence of this rigidity changes in the soil-structure interaction in dynamic response of a belltower with forces generated by the bell ringing.

The aim of this paper is to present a methodology based on neural networks to determine the depth of the water table under a slender masonry structure from the ambient vibration accelerations obtained at different points on the structure. In an indirect way, through the registration of accelerations at known points of structure, their main frequencies influenced by
the rigidity of the soil-structure interface and corresponding mode shapes are determined. In this paper, the methodology will be validated using results from numerical models.

There are diverse neural network applications to masonry structures [11]. However, as background of its dynamic applications, can be cited the work of Facchini (2014) in which the neural networks are used for the modal identification of structural systems, presenting satisfactory results. In this case, the progressive stiffness change of the structure is based on the generation of a known damage in some parts of a steel structure. In some selected point of this structure, ambient vibrations accelerations are recorded and these movements are some of the parameters used for training and validate the network.

Neural networks have been established as an increasingly tool used in a variety of fields such adjustment functions, pattern recognition or data clustering, among others. The basic feature of these networks is their ability to learn to assess the participation of the input variables at the output from a set of input-output training. Therefore they are be able to supply a vector of output from a not present in the training data entry, which is very useful in adjusting functions with multiple input variables, whose analytical expression is unknown. That is, we only need one set of input-output data known to train the network, which functions as a black box of adjustable parameters automatically.

Figure 1 shows a typical neural network comprising an input layer of two neurons (input vector components), two hidden layers and an output layer of two neurons (output vector components).
The mathematical process for an individual neuron, for example $N_4$ in figure 1, is: each input from a neuron of the previous layer (including the bias signal) is multiplied by a weight $w_i^j$ and the sum of this product is computed. This summatory is transformed using a nonlinear function activation $\sigma$, and the resulting output is passed to all neurons of the next layer. This process is repeated on all neurons in the network. The output of this neuron $N_4$ is shown in equation (1).

$$x_4 = \sigma(x_1w_1^4 + x_2w_2^4 + b_3w_3^4) = \sigma(x_1w_1^4 + x_2w_2^4 + b_3^4)$$ \hspace{1cm} (1)$$

In compact form, the functionality of an active (no bias) neuron in the hidden layer (and the output if the same activation function is used), can be written as in equation (2).

$$x_j = \sigma \left( \sum_{i=m}^{n-1} x_iw_i^j + b_n^j \right)$$ \hspace{1cm} (2)$$

where

$x_j$: Result of neuron $j$ of layer $k$
\( \sigma(x) \): Activation function

\( m \): Number of the first neurone in the previous layer

\( n \): Number of the first neurone in the previous layer (BIAS)

\( x_i \): Result of neurone \( i \) of layer \( k-1 \)

\( w_{ij} \): Synaptic weight of \( i, j \) connection

\( b_n \): Connection weight BIAS

During learning, the synaptic weights are adjusted automatically. While the number of neurons in the input and output layers is given by the dimensions of the corresponding vectors, the number of hidden layers and neurons in each of these layers depends on the characteristics of the particular problem to be solved, there being no established rule for choosing them. Most problems can be solved with one or two hidden layers and number of neurons involved must be determined by tests with different network architectures.

2. CASE STUDY

To perform a generic analysis of a slender masonry structure, a bell tower of 35 m height with a square section of 5x5 m has been considered, with a constant thickness over the entire height of the tower of 0.5 m (Figure 1a). In order to simulate the soil-structure interaction and the influence of variation of the water table in the ground stiffness under the structure, these possible stiffness variations are simulated each 0.25 m, from level 0 to a depth of 20 m. (Figure 2a).

Some numerical models were developed including the structure and the soil rigidity. These models were calculated using SAP2000™ commercial software [13]. 4-node area finite elements were used to mesh the model with three degrees of freedom per node. The same finite area elements were used to model the masonry structure and the soil

81 numerical models of this tower were calculated. Each model has a different stiffness on the foundation; it has been modified each 0.25 m (Figures 2b y 2c). An initial non lineal analysis was developed for the self-weight loads considering the non-lineal behaviour of a generic masonry (Bilgin, 2012). A modal analysis was calculated with the stiffness of the soil-structure model obtained by the non-lineal analyses. Only the 3 main frequencies are calculated, assuming that in an experimental dynamic test in a real structure these values are the usually obtained.

The main assumptions for the numerical model are:
- Constant average material density $18 \text{kN/m}^3$ for masonry structure and for the soil material model.

- The Poisson’s ratio of the masonry was held constant and equal to 0.15 and 0.5 for soil.

- The interaction between soil and structure is considered by modelling the soil by Area 4-node finite elements with one-meter thickness.

- All the nodes of the soil have restricted the horizontal displacements, only the lower soil layer has restrained all the displacements.

![Figure 2. Generic model for a slender masonry structure. (a) General description. (b) Numerical model with the phreatic level at -8.25m. (c) Numerical model with the phreatic level at -20 m. (d) Location of the registered displacements to training the network.](image)

In this structure, the numerical model shows two main bending frequencies and a third frequency of torsion, as the results obtained in similar experimental cases ([3], [4]). Figure 3 shows the changes on the main frequency of this tower when the stiffness of the soil changes: Lower stiffness shows lower main frequency. These stiffness changes can be associated with changes in the position of the phreatic level.
Results of the numerical model. Changes on the soil stiffness, changes on the main frequencies of the structural model.

3. VALIDATION PROCEDURE. THE USE OF NEURAL NETWORKS

The problem to solve is to predict a numerical value output (water table depth) based on an input vector of 87 components (displacement of 14 knots and 3 modal frequencies). In our case, the problem is obtain an approximation function; the Feedforward type network has been used.

The nonlinear activation function used for the hidden and output layers has been the Sigmoid Symmetric $\sigma(x)$ in the interval $[-1, +1]$. This function is shown in equation 3 and represented in Figure 4. This is a nonlinear step function; the slope can be adjusted using the coefficient exponent $s$.

$$\sigma(x) = \frac{1}{1+e^{-sx}}$$  \hspace{5cm} (3)
The network used in this study contains 87 neurons in each of the input and output layers and two hidden layers with 44 neurons each, plus 3 neurons bias to correct the bias of the hidden and output layers. The total number of neurons is 265 and the network topology used, have created 9,767 synaptic connections (Figure 5).

The large number of connections and neurons prevents detailed network observation that, despite its complexity, has allowed training times of less than 1.75 s / 1000 epochs in a computer equipped with i7 processor with a set of 70 pairs of input-output vectors. Figure 6 and Figure 7 show partial details of the start and middle of the network.
Figure 6. Partial view of the neural network used. Synaptic connections 1-300.

Figure 7. Partial view of the neural network used. Synaptic connections 2,100 a 3,000.
4. ANALYSIS OF RESULTS OBTAINED BY NEURAL NETWORKS.

A data set with 80 input-output vectors obtained by the 80 numerical models developed has built (87 components of input and output) representing many other cases of deep water table. The network was trained with 70 of these randomly chosen vectors and then a test of training was carried out with the remaining 10 vectors. Figure 8 shows the results of network training, Mean Squared Error obtaining a between the data and the desired target set equal to that era MSE = 10^-4. The total training time was 298.68 s.

![Graph showing training results](image)

Figura 8. Resultados del entrenamiento

Linear regression between the target data (used for training) and the output of the network trained with the obtained input parameters corresponding network is obtained to check the validity of the setting, and the result is shown in Figure 9.

The corresponding coefficient of determination was $R^2 = 0.999$, with equation 4.

$$Output = 0.0064 + 1.001 \times Target \quad (4)$$
This equation shows as can be seen in Figure 9: The points (Target Output) are too tightly with the line and has a slope of 45 °. It indicates a high quality in the adjusted parameters for the neural network during training.

Finally, there has been developed a further check with the 10 vectors that are non-used in the training. The results are shown in Figure 10. These results validate the neural network.
5. CONCLUSIONS

A theoretical dynamic study on a masonry bell tower is described in the paper. Main frequencies and modal displacements of selected points are calculated when the stiffness of the soil changes. This change can be associated to variations of the water table depth.

The following conclusions can be drawn from the study:

1. A simplified and low-cost method is described to evaluate the dynamic soil-structure interaction when exist variation of the phreatic level.

2. A non-destructive technique, based on neural networks is presented to obtain the variation and position of the phreatic level.

Through an adjustment by using neural networks a good correlation has been observed between the predicted position of the water table and acceleration readings obtained from the numerical model. It’s possible to conclude that with a discrete register of accelerations on a slender structure it’s possible to predict the water table depth.
This preliminary theoretical analysis will be the base of a more accurate analysis on a slender masonry structure monitored continuously with accelerometers to predict the evolution of the water table depth and its main frequencies.
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