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Abstract

A united atom force field is empirically derived by minimizing the difference be-

tween experimental and simulated crystal cells and melting temperatures for eight

compounds representative of organic electronic materials used in OLEDs and other de-

vices: biphenyl, carbazole, fluorene, 9,9’-(1,3-Phenylene)bis(9H-carbazole) 1,3-bis(N-

carbazolyl)benzene (mCP), 4,4′- Bis(N-carbazolyl)-1,1′-biphenyl (pCBP), phenazine,

phenylcarbazole, and triphenylamine. The force field is verified against dispersion-

corrected DFT calculations and shown to successfully reproduce the crystal struc-
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ture also for two larger compounds employed as hosts in phosphorescent and ther-

mally activated delayed fluorescence OLEDs: N,N′-Di(1-naphthyl)- N,N′-diphenyl-

(1,1′-biphenyl)- 4,4′-diamine (NPD), 1,3,5-tri(1-phenyl-1H-benzo[d]imidazol-2-yl)phenyl

(TPBI).

The good performances of the force field, coupled to the large computational saving

granted by the united atom approximation, make it an ideal choice for the simulation

of the morphology of emissive layers for OLED materials in crystalline or glassy phases.

1 Introduction

Molecular and polymeric materials composed by recurrent aromatic moieties, such as phenyl

and carbazolyl, are becoming ubiquitous in organic electronics applications:1 as donors and

acceptors for organic solar cells,2,3 metal-free dyes4,5 or hole transporters6 in Graetzel so-

lar cells, host semiconducting7–12 and emitting materials in organic light-emitting diodes

(OLEDs),9,13–17 to name the most important ones. In particular all the emissive, hole and

electron conducting (blocking) layers in small molecule and polymer OLEDs are often com-

posed by nitrogen-rich units featuring a sp2 or sp3-hybridized nitrogen (e.g. carbazoles and

amines).7,18

To rationally improve the efficiency of the emissive layer, in particular to gain insight into

the interplay between the host and guest electronic structures and consequently access to

the rates governing hole-electron recombination and light emission processes, atomistic-like

simulations combined with quantum chemistry calculations represent the most powerful the-

oretical method currently available.19,20 However, high computational costs associated with

such methodologies prevented so far their application to the chemically detailed simulation

of an OLED, which are typically modeled only at macroscopic21 or lattice level.22,23

Indeed, to investigate microscopically how structure affects kinetic and energetic magnitudes

determining the efficiency in organic electronic devices, it is urgent to derive and employ force

fields not only reliably reproducing the physical properties of these materials, but also simple
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and efficient enough to grant the possibility of simulating the morphology of a whole emissive

layer,19,20,24,25 i.e. of samples with dimensions of about 104 − 106 nm3. Note that the most

popular ones are optimized for other purposes26 and that, to date, the literature appears to

be not only scarce of efforts for obtaining the first objective, exception made for the notable

work of Andrienko, Lennartz, Wenzel and collaborators,19,20,24,27–30 but also almost absent

of attempts of reducing the computational cost via the derivation of simpler potentials.

In the following, we thus try to partially fill this gap by describing and tailoring a simple

and computationally cost-effective united atom force field, able to reproduce rather accu-

rately the solid phase properties of some typical organic compounds employed in OLED

industry (Figure 1). The investigation is particularly timely because of the rise, besides

transition metal-based phosphorescent emitters, of new all-organic ones with thermally ac-

tivated12,13,31–35 and aggregation induced fluorescence14–16,36 playing a major role, that are

going to consent the realization of fully organic OLEDs, and represents the ideal prosecution

of our previous study on the accurate theoretical calculation of singlet-triplet energy gaps

for this class of materials.34

2 Molecules and force field initial setup

We started by selecting eight small molecules of known crystal cell structure, shown in Figure

1: biphenyl (BPH), carbazole (CBZ), fluorene (FLU), 1,3-bis(carbazol-9-yl)benzene (mCP),

4,4′-dicarbazole-1,1′-biphenyl (CBP), phenazine (PHE), phenylcarbazole (PCZ) and triph-

enylamine (TPA)37. All these molecules are either used as host OLED materials themselves

(e.g. PCZ , TPA, CBP), or constitute recurring chemical units in more complex polymeric or

molecular structures.18,38 We then proceeded to the setup of a united atom (UA) force field

able to adequately reproduce the crystal structure of the selected compounds. The choice of

a UA representation, also known as “extended atom” approximation, is justified by the large

saving of computational time it allows, at the cost of a minimal loss of accuracy and of some
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extra effort in its parameterization.39 In a nutshell, every aliphatic or aromatic hydrogen

atom is modelled only implicitly40 and its mass is summed to the one of carbon atom it

is bonded to. Such a customization of the force field can indeed turn into a long exercise

requiring several steps.41 Here we started with adopting the widely used AMBER-like or

CHARMM-like potential energy function:42

Utotal =
∑

bonds

K∗

r (r − r∗e)
2 +

∑

angles

K∗

θ (θ − θ∗e)
2 +

∑

dihed

∑

n∗

V ∗

n [1 + cos(n∗φ+ γ∗

n)] +
∑

improper

K∗

φ(φ− φ∗

e)
2 +

∑

atoms

{

4
√

ǫ∗i ǫ
∗

j

[

(

σ∗

i + σ∗

j

2rij

)12

−

(

σ∗

i + σ∗

j

2rij

)6
]

+
q∗i q

∗

j

rij

}

. (1)

where for clarity all the parameters have been starred. For the harmonic constants Kr and

Kθ we rely on the AMBER95 parameter set,43 while the corresponding equilibrium distances

and angles re and θe where adjusted comparing the equilibrium molecular mechanics geome-

tries with the ones produced by highly accurate calculations. The torsional parameters Vn, n,

γn were borrowed from the AMBER95 dataset for what concerns the rigid ones, e.g. torsions

involving carbon atoms belonging to the same aromatic ring, while soft, anharmonic torsions

were here parametrized with quantum chemistry calculations29,41,44 at PBE0-D3(BJ)/def2-

TZVP level. In practice, only three types of torsion were reworked: phenyl-phenyl, phenyl-

carbazole, and the improper torsion involving the out-of-plane vibration of sp2 nitrogen; the

phenyl-nitrogen torsion in TPA being modeled with standard parameters, as it is dominated

by steric repulsion which confers it a propeller-like structure.45 Fully relaxed scans of the

potential energy surface as a function of the dihedral angle were run in steps of 5 degrees,

using BPH and PCZ as target fragments, with the obtained profiles shown in Figure 2. It

is worth noting that these torsions are present also in the largest compounds of the training

set, namely mCP and pCBP, and in many other OLED materials.18,38

The force field parameters matching the torsional potentials were optimized with the pro-
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cedure described in reference,44 consisting in deriving the free energy torsional profile with

adaptive biasing force MD runs46 and fitting the difference between QM and MD with a

cosine series (see eq 1). Turning to the Lennard-Jones (LJ) parameters σi and ǫ entering the

last term of eq 1, nine atom types were first identified (i. e. chemically equivalent atoms

sharing the same parameters, see Tables 1 and 2) and their initial values was set to the one

found in literature references.43,47–49 As it is customarily done,42,50 the atomic charges q were

derived by fitting the molecular electrostatic potential obtained by quantum chemistry calcu-

lations. For this purpose the PBE0-D3(BJ)/def2-TZVP model chemistry was adopted,51–55

with numerical thresholds systematically increased with respect to defaults, and dispersion

corrections -D3(BJ),56 because as we have reported recently, it shows good all-around per-

formances for some of the compounds studied here, as well as for some emitters exhibiting

thermally activated delayed fluorescence (see reference34 for further details). Molecular ge-

ometries were first optimized by PBE0/def2-TZVP calculations, and then the charges on the

heavy atoms were calculated at PBE0/TZVP level with the electrostatic potential fitting al-

gorithm57 implemented in the GAUSSIAN09 package.58 All the other quantum mechanics

calculations were performed with the ORCA code, version 3.0.0.59 All the atomistic sim-

ulations were run with the NAMD 3.0 software.60 The trajectories were analyzed with a

in-house written Fortran 95 code.

Table 1: Atom types included in the force field and their occurrence for each molecule of the
training set.

name description BPH CBZ FLU mCP pCBP PHE PCZ TPA

C2 -CH2- group - - 1 - - - - -
CA aromatic C - 2 2 4 4 4 4 -
CH ua aromatic C-H group 10 8 8 16 28 8 11 15
CX bridge aromatic C 2 2 2 4 6 - - -
CY aromatic C bonded to sp2 N - - - 2 2 - 1 3
N aromatic sp2 N - - - - - 2 - -
NH carbazole NH group - 1 - - - - - -
N3 sp2 N (e.g. in PCZ) - - - 2 2 - 1 -
N4 triphenylamine sp3 N - - - - - - - 1

6
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Figure 2: Quantum mechanical potential for the phenyl-phenyl dihedral angle in BPH (cir-
cles), for the phenyl-carbazole dihedral angle in PCZ (squares), and for the improper dihedral
carbazole-N-phenyl in PCZ (triangles), systematically calculated at the PBE0-D3(BJ)/def2-
TZVP level34 by fully relaxing the geometry while keeping fixed the dihedral angle.

Table 2: Starting values of Lennard-Jones parameters σ (Å) and ǫ (kcal/mol) for each atom
type and corresponding reference (“start” force field), and percentage variation of the radii
σ for the heuristic R1, R2, and R3 force fields.

name σ ǫ R1 R2 R3
C2 3.70 0.1094 48 +10% +10% +10%
CA 3.43 0.0860 50 +2% +4% +4%
CH 3.56 0.1114 49 +3% +4% +4%
CX 3.43 0.0860 50 - -4% -4%
CY, CW 3.43 0.0860 50 +4% +4% +5%
N 3.28 0.1700 50 +5% +4% -
NH 3.28 0.1700 50 +5% +4% +4%
N3 3.28 0.1700 50 +5% +4% +4%
N4, N561 3.28 0.1700 50 +5% +4% -
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3 Computational strategy

For each target compound, a supercell was created by replicating the experimental crystal

cell along its axes a, b, c, to have thus at least three replica per side, and supercell sides the

closest possible to 5 nm, in order to realize a sensible compromise betweeen finite size effects

and computational costs. With these criteria, the sample sizes range from approximately

6000 to 10000 atoms, corresponding to N=540 (BPH, 6 x 9 x 5 supercell62), 756 (CBZ, 7 x

3 x 963), 756 (FLU 7 x 3 x 964), 288 (mCP, 6 x 4 x 365), 180 (pCBP, 6 x 3 x 566), 560 (PHE,

7 x 10 x 467), 360 (PCZ, 3 x 5 x 368), and 432 (TPA, 3 x 3 x 369) molecules per simula-

tion box, respectively. For each parameter set, supercells were equilibrated with Molecular

Dynamics at constant volume for 0.4 ns, then at atmospheric pressure for 2 ns, and finally

density and box sizes were averaged over a further 1 ns-long run; the simple velocity scaling

thermostat and Berendsen’s barostat were used in all the runs. Simulated temperatures for

each compound correspond to the ones of the measurement of experimental crystal structure

as downloaded from the Cambridge Structural Database (CSD, entries BIPHEN04, CRB-

ZOL04, FLUREN01, NEPWUB, KANYUU, PHENAZ04, PEMWEJ, ZZZJCQ01), typically

room temperature (set to 293 K for BPH, FLU, PHE, PCZ, TPA) or below (168 K CBZ,

291 K mCP, 120 K pCBP), while the pressure is always fixed to 1 atm.

In order to be able to quantitatively compare the results of two different force fields, and

eventually to systematically vary the FF parameters to match the experimental results, it

is necessary to define an appropriate scoring function. Here, the deviation of the simulated

cell from the experimental one was measured as

F =
1

2
(∆vol + ∆def ) (2)

which accounts, through the function ∆vol, for the variation of the volume of the simulated

cell (subscript s) with respect to the experimental one (subscript e), and for the deformation

8
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of the cell shape through ∆def :

∆vol =
1

3

|Ve − Vs|

Ve

(3)

∆def =
1

3

[

∏

| cos(δie − δis)|
−1
∏

(

1 +
|lie − lis|

lie

)

− 1

]

(4)

where li = a, b, c and δi = α, β, γ are the crystal cell axes and angles, respectively, and

V = abc
√

1− cos2 α− cos2 β − cos2 γ + 2 cosα cos β cos γ is the volume of the crystal unit

cell. In order not to bias the scoring functions towards systems with smaller unit cells, for

which the absolute variations of volume and cell sides are obviously smaller, both ∆vol and

∆def are dimensionless quantities. In practice, F is zero for a perfect agreement between

experiment and simulation, is greater than zero otherwise, and for the simple case of an

isotropic deformation of the experimental cell (i. e. lis = λ lie), takes the value of |λ− 1| for

λ → 0; hence, small values of F can be assimilated to the strain of the simulated cell with

respect to the experimental one.70

4 Optimization of Lennard-Jones radii

In a classical force field, the intermolecular forces responsible for the cohesive energy in crys-

tal phase are represented by a Lennard-Jones and an electrostatic term - see last summation

in eq 1. Considering that atomic point charges are directly derived from DFT calculations,

which are accurate enough in the description of the molecular charge density,71 our empirical

exploration was limited to optimizing the Lennard-Jones parameters (ǫ and σ, see also Ta-

bles 1 and 2), that conversely are very difficult to evaluate accurately by purely theoretical

means.72,73

With the initial parameter set taken from the literature and customized with QM charges

and dihedrals, an average score of 0.027 is obtained, a rather unsatisfactory value as it trans-

lates in overestimations of the densities as large as 0.12 g/cm3 with the exception of BPH.

9
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The observation of BPH being an outlier, which is confirmed for almost all the attempted

parameterizations, it is not surprising as it is known that the intermolecular interactions for

benzene and short oligophenyls are particulary difficult to model with classical, non polariz-

able force fields74 and special parameters are often required to obtain good accuracy.75,76 In

addition, the united atom approximation, that eliminates the aliphatic hydrogens and their

point charges, yielded to a poor description of the electric quadrupoles of phenyl rings.77

Also the global overestimation of the densities with standard parameters can be easily ratio-

nalized, recalling that the OPLS LJ parameters are optimized for the simulation of liquids,78

and not for the solid state. To support this statement with an example, it is worth noticing

that the LJ parameters reported in Table 2 gave satisfactory results in modeling the liq-

uid crystal phases of metal-free phthalocyanices,79 while conversely they yield a rather poor

description of poly-3-hexyl-thiophene crystalline domains.80 Interestingly, a similar overes-

timation of the experimental density was observed for the latter system: in that case, the

bias was corrected by increasing the σ of the aliphatic carbons of the hexyl chains by 8%.80

Here we applied the same strategy: after having assessed that small variations of the various

ǫ do not alter significantly the scoring function, as shown in Figure S1, we proceeded with

a systematic increase of the atom sizes σ for the atom types in Table 1, starting from the

most abundant ones (CA and CH).

From inspecting Figure 3 it can be appreciated how the strategy of progressively modifying

the σ parameters is successful: while no improvement is obtained by decreasing σ for CA

or CH, conversely an increase of 2-4 percent points significantly reduces the average score

from the initial value of 0.027 to a more acceptable 0.018. It is also useful to observe in Fig-

ure 3 (see also Figures S1 and S2) that the most important contribution to the total score

comes from the anisotropic deformation term ∆def , which cannot be decreased as ∆vol by

uniformly scaling all the atom sizes. Therefore, once this stage of optimization was reached,

we started from the “CH +4%”force field and applied some heuristic changes to the other

atom types radii, by considering the relative occurrence of the atom types (Table 1) and

10
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the separate scores of the different molecules in the training set (see Figure S2), obtaining

three refined parameterizations, labeled R1, R2, R3, detailed in Table 2. These attempts

further reduced the score, namely to a minimum of about 0.013 for the R3 case, that was

accordingly selected as force field of election for further optimization. As shown in Table 3,

with this parameterization all the simulated cell parameters and densities, BPH excluded,

are very close to their experimental counterparts (RMSD 0.32, 0.16, and 0.43 Å for a, b, and

c, and 0.026 g/cm3 for density).
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Figure 3: Performance of the different parameterizations obtained by varying the LJ radii.
C* stands for all carbon atom types. R1, R2, R3 are further refinements of the “CH σ+4%”
force field, as described in the text.

5 Tuning of Lennard-Jones potential well depths

Following the observation that the structure of the crystal cell is only weakly infuenced

by changes of the potential well depth ǫ, in the previous section we tackled next the opti-

mization of the σ parameters for reproducing accurately the experimental crystal structures.

However, at this stage the ǫ values were left unoptimized, still demanding an alternative

physical property for the purpose. With this purpose, we choose the melting points of the
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Table 3: Experimental unit cells (e) and simulated ones (s) with the united atom R3 and
R3 ǫ− 8% force fields, and full atom FA (AMBER95 plus PBE0/def2-TZVP point charges)
and T-FA force fields (identical to FA but with reparameterized dihedrals). Densities ρ
are expressed in g/cm3, cell volumes in Å3, sides in Å, and angles in degrees. The angles,
where equal to 90 degrees in the experimental cell, were kept fixed to this value during the
simulation. The overall quality of the result is evaluated with the F score (eqs 2-4)

compound & FF ρ V a b c α β γ F · 102

BPH e 1.18 435.8 8.12 5.63 9.51 90.0 95.1 90.0 0.0
R3 s 1.12 460.5 8.64 5.67 9.38 90.0 95.5 90.0 2.4
R3 ǫ− 8% s 1.10 470.0 8.89 5.60 9.42 90.0 95.6 90.0 3.2
FA s 1.14 451.1 8.62 5.40 9.67 90.0 95.3 90.0 2.6
T-FA s 1.15 449.9 8.54 5.43 9.68 90.0 95.3 90.0 2.3
CBZ e 1.36 818.5 7.63 18.93 5.66 90.0 90.0 90.0 0.0
R3 s 1.34 827.0 7.63 18.73 5.78 90.0 90.0 90.0 0.7
R3 ǫ− 8% s 1.34 827.8 7.62 18.74 5.79 90.0 90.0 90.0 0.8
FLU e 1.20 917.6 8.47 18.92 5.72 90.0 90.0 90.0 0.0
R3 s 1.21 917.3 8.31 18.72 5.89 90.0 90.0 90.0 1.0
R3 ǫ− 8% s 1.20 923.6 8.34 18.75 5.90 90.0 90.0 90.0 1.1
mCP e 1.26 2159.7 9.07 12.50 19.04 90.0 90.0 90.0 0.0
R3 s 1.26 2161.7 9.59 12.40 18.17 90.0 90.0 90.0 1.9
R3 ǫ− 8% s 1.25 2168.2 9.60 12.39 18.22 90.0 90.0 90.0 2.0
pCBP e 1.31 1314.1 8.01 16.01 10.24 90.0 110.2 90.0 0.0
R3 s 1.34 1293.3 8.16 16.03 9.88 90.0 111.4 90.0 1.2
R3 ǫ− 8% s 1.34 1295.9 8.16 16.03 9.90 90.0 111.3 90.0 1.1
FA s 1.20 1420.2 8.42 14.97 11.26 90.0 109.3 90.0 5.2
T-FA s 1.29 1373.9 9.47 14.63 9.91 90.0 114.9 90.0 6.3
PHE e 1.33 460.1 7.08 5.07 12.79 90.0 102.3 90.0 0.0
R3 s 1.32 463.8 6.73 5.09 13.51 90.0 101.1 90.0 0.2
R3 ǫ− 8% s 1.31 466.2 6.74 5.12 13.48 90.0 101.1 90.0 2.1
PCZ e 1.22 2887.0 14.53 10.98 18.09 90.0 113.5 90.0 0.0
R3 s 1.24 2861.8 14.88 10.64 18.07 90.0 114.1 90.0 1.1
R3 ǫ− 8% s 1.23 2876.9 14.90 10.67 18.09 90.0 114.1 90.0 1.0
FA s 1.15 3126.9 16.24 10.53 18.28 90.0 116.1 90.0 4.3
T-FA s 1.22 2868.6 14.48 10.54 18.79 90.0 112.5 90.0 1.5
TPA e 1.18 5512.2 15.66 22.26 15.81 90.0 90.0 91.0 0.0
R3 s 1.19 5485.4 15.64 22.18 15.81 90.0 90.0 91.0 0.1
R3 ǫ− 8% s 1.18 5538.9 15.73 22.17 15.88 90.0 90.0 91.0 0.3

NPD e 1.23 1691.9 10.30 11.33 14.49 82.4 77.7 75.6 0.0
R3 ǫ− 8% s 1.26 1649.4 10.18 11.42 14.18 82.3 77.5 75.8 1.1
TPBI:CH3-OH e 1.25 3735.2 11.25 18.69 17.76 90.0 101.6 90.0 0.0
R3 ǫ− 8% s 1.25 3722.2 11.01 18.23 18.54 90.0 100.9 90.0 1.6
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target compounds, because they are a good indicator of intermolecular cohesion energy in

the crystal, and attempted some scaling of the ǫ to maximize the agreement with experiment.

A possible alternative would have been to choose boiling points, but the latter may not be

available for the large compounds typically used in OLEDs, and in addition they are less rel-

evant for OLED processing because often too high and far from room temperature. Melting

points are straightforwardly determined with computer simulations by heating the crystal

at increasing temperature until achieving the isotropic liquid phase, though hysteresis and

system size may play an important role, typically leading to an overestimation of the actual

melting temperature.81,82 Here we used the supercells described in the previous sections as

starting configurations, and equilibrated them for 3 ns at each simulated temperature and at

atmospheric pressure. The temperature scan was performed at intervals of 25 K, typically

starting at 300 K. As an operational definition of the melting point, the lowest temperature

at which the sample becomes orientationally isotropic after 3 ns of simulation was consid-

ered. An example of the typical characterization of the phase change in terms of density,

orientational order parameter, translational diffusion coefficient and radial distribution is

reported in the Supporting Information.

Clearly this is just a coarse measurement that is expected to produce an overestimation of

melting points, because the interval of 25 K is rather large and the sampling time of 3 ns may

be too short for the process to occur at temperatures close to the melting point. Once melting

points were estimated, the performance of each force field were evaluated by means of the

absolute deviation between experimental and simulated ones (|∆T | =
∑8

i=1 |T
m,i
e −Tm,i

s |/8);

on the basis of the previous considerations on the melting point determination, any value

below 50 K can be considered a very good score. In attempting this evaluation, it is also

important to take into account that there is no guarantee that a classical force field able

to reproduce simulataneously the experimental melting point and the crystal structure may

exist: for instance, it may occur that by altering the ǫ, also the crystal cell scoring function

F could increase.
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From Table 4, that resumes the scores for all the attempts of scaling ǫ parameters, we observe

that luckily it is not the case for changes up to 10% with respect to the initial values, but

that on the other hand the melting point are largely overestimated by the force fields. The

scores also show that all the variations of the R3 force field proposed here overestimate

the boiling points of the target molecules, with the usual exception of BPH. In order to

decrease the boiling points, the interaction between atoms must be decreased, and hence ǫ

reduced, but with the constraint of not worsening the reproduction of experimental crystal

structure, monitored through the F scoring function. In our case, we found that the best

compromise is obtained with a scaling to 92% of the original interaction strengths (Table 2),

and we finally labelled this force field as ”R3 ǫ − 8%”. By examining again the results

presented in Table 3, it can be noticed that the performances are slightly lower than the

ones of R3, while the melting temperatures obtained for the scaled force field are at least 20

K closer to the experimental ones. Using this parameterization we also computed the surface

energies for crystal (100), (010) and (001) planes, and for glassy samples obtained by freezing

and equilibrating the liquid samples obtained above (see figure S5 and table S5 for further

details). Such energies vary in a range between 0.05 and 0.15 J/m2 for the crystal phase, in

line with calculated83,84 and experimental data85 for other organic crystals. Conversely they

are almost halved in glass phase (0.05-0.08 J/m2), reflecting the lower internal energy of the

bulk glass phase with respect to the bulk crystal.

6 Additional tests for the intermolecular potential

As a further quality check of R3 ǫ − 8% force field, we compared its prediction for selected

intermolecular potential energy curves with the ones produced by state-of-the-art dispersion-

corrected Density Functional Methods (DFT) methods,73 with the latter specifically includ-

ing the correct dependence on the internuclear separation at large distances; i.e., the so-called

long-range behavior. We selected for this purpose the well-rounded Perdew-Burke-Ernzerhof
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Table 4: Melting points (K) for the studied compounds, as obtained by systematically rescal-
ing the original LJ energy well depths ǫ of all atom types, and using the radii of the R3
parameter set. The corresponding crystal structure score F and the mean absolute deviation
between experimental and simulated melting temperatures (|∆T | =

∑8
i=1 |T

m,i
e − Tm,i

s |/8 ,
in K) are also reported.

compound EXP86 R3 +10% -5% -8% -10% -15% -20%

BPH 342 325 350 325 300 300 300 275
CBZ 518 700 750 675 675 650 625 600
FLU 386 550 600 525 525 500 500 475
mCP 449 725 775 700 700 700 650 650
pCBP 556 950 1050 900 875 850 825 775
PHE 447 650 675 625 600 600 575 550
PCZ 369 550 600 525 525 525 475 425
TPA 399 475 525 475 475 450 425 400
|∆T | 0 187 232 165 162 149 124 102
F · 102 0 1.31 1.32 1.34 1.44 1.90 1.92 2.05

(PBE) functional in its standard hybrid (PBE0) and revised (revPBE0) versions51–54 with

the rather large (nearly-converged) def2-TZVP basis set, while regarding the dispersion cor-

rections, we employed either the -D3(BJ) function56 or the -NL (van der Waals) approach,87

to separately disentangling the effect (if any) of both the functional form and the dispersion

correction used. In addition, we tested the (computationally inexpensive compared to other

DFT-based methods) recently developed HF-3c method, which includes Kruse and Grimme’s

geometric counterpoise corrections (gCP), the -D3(BJ) dispersion correction again, and a

short-range basis incompleteness (SRB) correction for systematically overestimated bond

lengths for electronegative elements when employing small basis sets.88 The level of accuracy

of the above theoretical methods was first verified by comparison with high level calculations

published by Sherrill and coworkers by using accurate (nearly-converged) methods such as

CCSD(T)/aug-cc-pVDZ, CCSD(T)/aug-cc-pVQZ, and MP2/aug-cc pVQZ, all of them in-

cluding counterpoise correction (CP) to reduce as much as possible the well-known basis

set incompleteness error typical of these calculations.89 In particular, the classical cofacial

and “T” geometries were explored for a pair of benzene molecules, and the corresponding

intermolecular energies were calculated as function of the distance between the centers of
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mass of the two interacting molecules (figure 4). PBE0 and revPBE0 give very similar en-

ergies, while the choice of the dispersion correction, -D3(BJ) or -NL, seems more critical,

with -NL providing systematically weaker interaction energies with respect to -D3(BJ), and

getting thus closer to the CCSD(T) reference values. HF-3c is in line with the more accurate

methods for the T configuration, but instead largely overestimates the maximum interaction

energy and underestimates the distance at which the cofacial interaction is maximum. This

occurs also for PBE0 and revPBE0 calculations, for both benzene-benzene configurations,

but to a much lower extent, though not negligible in terms of percentage, in particular for

the energies (for all the values of “equilibrium” distances and energies, see additional tables

S1-S4 in the supporting information). It can then be preliminarily concluded that for small

aromatic molecules, dispersion-corrected PBE0/def2-TZVP calculations (independently of

the correction used) give semiquantively accurate results for energies, and quantitative for

distances, while the computationally cheaper HF-3c cannot be considered reliable enough,

at least for π-stacking energies, like in the case of the benzene cofacial dimer.

We proceeded then to the evaluation of intermolecular energies for molecular pairs of BPH

and TPA (see supporting information for PCZ), in this case comparing quantum chemistry

calculations with molecular mechanics. These molecules, at their experimental geometry in

the crystal phase, were rotated into their principal inertial frame and superimposed. One of

them was kept fixed, while the second was moved along the three cartesian directions, corre-

sponding to the orientation of the inertia axes with increasing eigenvalue. Starting with the

extreme case of biphenyl (figure 5 left), we notice that all the quantum chemistry methods

give approximately the same prediction for the minimum energy distance, while both the

“start” and “R3 ǫ− 8%” provide a rather large underestimation (about 1 Å) for the x and

y diplacement directions. The rationale of this behaviour can be found in the united atom

approximation: as shown by the snapshots in figure 5 left, the x and y directions correspond

to hydrogen-hydrogen contacts. These hydrogen are not present in the united atom force

fields, where they are only partially compensated by a larger van der Waals radius on the
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corresponding carbon, hence these force fields underestimate the distance, and overestimate

the interaction. As a further proof, we computed the same potential energy also with the

standard AMBER95/OPLS full atom parameters (black two-dashed lines), which conversely

adheres to the ab initio curves. On the contrary, the z (π-stacking) direction is not affected

by the united atom approximation, and here both “start” and “R3 ǫ8%” perfectly agree with

DFT values, while as expected HF-3c, and more surprisingly AMBER95, overestimate the

attraction between the two parallel BPH molecules. Moving to the larger and more isotropic

TPA molecule, the curves in figure 5 right show that in this case united atom approximation

is harmless and that the united atom FFs agrees with dispersion-corrected DFT values, while

on the contrary HF-3c performs poorly, constantly overestimating the interaction energies.

As a additional comment, it is worth noting that: i) the small differences between the “start”

and “R3 ǫ8%” FFs results are always comparable or lower than the differences between one

dispersion-corrected DFT calculation and another, and ii) the very similar performance of

the two FFs for the computation of interaction potential curves contrasts with their different

capabilities of reproducing the crystal cells of the target compounds. It rather appears from

these results that for the time being, DFT-derived potential energy curves cannot be used as

a reference method for parameterizing force fields,90 and that the empirical tuning remains

a more viable way.

For achieving a further validation of the “R3 ǫ− 8%” FF parameters, we repeated the simu-

lation scheme described in section 3 for two molecules outside the training set for which the

experimental crystal structure is known: N,N′-bis(1-Naphthyl)-N,N′-diphenyl-1,1′-biphenyl-

4,4′-diamine (NPD, 5 x 4 x 3 supercell,91 N=120 molecules, 5520 centers, CSD entry RE-

HJAQ01) and 2,2′,2′′-benzene-1,3,5-triyltris(1-phenyl-1H-benzimidazole) (TPBI, co-crystal

with methanol, 4 x 3 x 3 supercell,92 N=284 molecules for each species, 7776 centers, CSD

entry QUCJAA). Again, wherever necessary, soft torsional potentials where re-parametrized

(see figure S4), and united atom charges were calculated for each center for both molecules

(see supporting information). In Table 3), it can be noticed that for these two example
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molecules the quality of the reproduction of the experimental cells is good and compara-

ble to the one achieved for the molecule belonging to the training set, suggesting that the

Lennard-Jones parameters derived in this work could be safely transferred to other similar

compounds.

To conclude, it is also worth assessing whether the parameterization exercise is just a con-

sequence of opting for the united atom approximation, and also if this approximation is

actually useful for saving precious computational time. For doing so, we chose the most

complex molecule in the training set, pCBP, and set up a full atom force field by employing

this time the full atom PBE0/def2-TZVP charges, and the popular GAFF parameters for

Lennard-Jones and intramolecular parameters.50 We produced two versions of this force field,

one without re-optimizing the dihedral parameters (labelled FA in Table 3), and a second one

(T-FA) where the phenyl-phenyl, phenyl-carbazole, and the improper sp2 nitrogen dihedrals

were refined with ab initio data, exactly as described above for the united atom FF. As this

re-optimization requires the simulation of BPH and CBZ as well, we reported in Table 3

also the results corresponding to their crystal cells. Starting with the difficult case of BPH,

it appears that also the full atom picture does particularly improve the simulation results,

independently on the dihedral potential: the density gets closer to the experimental one, but

the value of b side decreases with respect to the experiment (and to the united atom FFs).

For CBZ instead the reparametrization of the dihedral seems very relevant: the full atom F

score drops from a very poor 0.043 to 0.015 because of that; however, the optimized united

atom FFs perform slightly better. For pCBP the comparison is even more rewarding for the

united atom force fields, which give scores of about 0.01 versus 0.05-0.06 for the full atom

ones, thus confirming the necessity of tailoring the LJ parameters for solid state simulations.

Finally, these tests provided us with an estimate of the computational savings brought by

the united atom approximation, consisting in an appreciable factor of about six times (0.4

days/ns vs 2.5 days/ns for pCBP on a single logical core of an Intel Xeon E5-2620v2 2.1GHz

processor).
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Figure 4: Calculated intermolecular energies for two cofacial (left) and “T” oriented (right)
benzene molecules. MP2 and CCSD(T) data are extracted from reference.89 (a) Counterpoise
corrected values; (b) values estimated from counterpoise corrected CCSD(T)/aug-cc-pVDZ
and MP2/aug-cc-pVDZ calculations.
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Figure 5: Calculated intermolecular energies for two parallel biphenyl molecules displaced
along their x, y and z inertia axes (left), and corresponding energies for two triphenylamine
molecules (right).
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7 Conclusions

In summary, we derived a simple molecular mechanics force field, aimed at the accurate and

computationally efficient simulation of the morphology of materials used in the realization of

organic light-emitting diodes. To increase the awareness of the potential users, we would like

to recap here the main approximations, limitations, and good practices for a safe application

of the force field parameters:

• the force field relies on the united atom approximation, where hydrogen are only im-

plicitely accounted for: this grants a speed-up of about 600%, but also a lack of accuracy

in describing specific contacts (see Figure 5), and cannot be used for hydrogen-bond

forming systems.

• DFT calculations at the PBE0-D3(BJ)/def2-TZVP level were performed for the param-

eterization of the point charges on each united atom center, and for the soft torsional

potentials between rigid aromatic units: similar calculations are required for any new

compound to be studied.

• The Lennard-Jones parameters were empirically optimized in order to maximize the

agreement with available experimental data, namely crystal cell shape and size, and

the melting temperatures, for a training set of eight compounds.

• As the main empirical tuning of the parameters was performed to match the experi-

mental crystal - hence a solid phase - we hypothesize that the parameterization will

be effective also in reproducing another solid phase, the glassy one typically found in

OLED devices.

• It is probably impossible to obtain a classical and simple force field “for all seasons”93-

for instance, coarse-grained force fields for polymers work only close to the temperature

and pressure they are derived,94 and different force fields are required to reproduce

high and low pressure benzene polymorphs.95 In our specific case, reproduction of the
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boiling point is not satisfactory, consequently we disencourage the application of the

force field for simulations of bulk liquid phases.

• The transferability of the force field was demonstrated by performing the simulation

in crystal phase of two compounds outside the training set, which were again in good

agreement with experiment. This result, although promising, is not sufficient to ensure

the transferability to other compounds, in particular if containing new chemical moi-

eties. In that case, the best practice would be to benchmark again the force field against

the experimental crystal structure, if available, or versus any other experimental data.

Having listed all the limitations of the proposed methodology, it also is worth stressing

that the good reproduction of physical properties in the solid state, together with the large

computational saving expected with respect to full atom force fields, make the force field

presented here a suitable candidate for the simulation of the morphology of emissive layers

for OLED materials consisting of some thousands of molecules, paving the way towards the

their computational screening in a multi-scale approach.
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potential energy curves for PCB. S4) torsional energy profiles for NPD and TPBI specific

dihedral angles. S5) Glass transition temperature determination for the target compounds

S6) Example of the characterization of the crystal-liquid phase transition. Tables with fit

parameters of benzene, BPH, PCZ, and TPA intermolecular energies with Morse equation.

Table of calculated surface energies for crystalline and glassy samples. Archive containing:

CHARMM topology and parameter files (united atom R3 ǫ8% and full atom T-FA), typical

NAMD configuration file, pdb files for united atom and full atom crystal cells. This material

is available free of charge via the Internet at http://pubs.acs.org/.
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