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Resumen: Los analizadores de dependencias y constituyentes se utilizan masivamente en la comunidad de Procesamiento de Lenguaje Natural. ZPar implementa versiones precisas y eficientes de algoritmos shift-reduce para parsing. En este artículo se presenta ViZPar, que es una interfaz gráfica de usuario para ZPar incluyendo visualización de árboles y selección automática de features. Durante la sesión de demostración se ejecutará ViZPar, para dependencias y constituyentes, y explicaremos las funcionalidades del sistema.
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Abstract: Phrase-structure and dependency parsers are used massively in the Natural Language Processing community. ZPar implements fast and accurate versions of shift-reduce dependency and phrase-structure parsing algorithms. We present ViZPar, a tool that enhances the usability of ZPar, including parameter selection and output visualization. Moreover, ViZPar allows manual feature selection which makes the tool very useful for people interested in obtaining the best parser through feature engineering, provided that the feature templates included in ZPar are optimized for English and Chinese. During the demo session, we will run ViZPar for the dependency and the phrase-structure versions and we will explain the potentialities of such a system.
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1 Introduction

Natural language researchers and application developers apply dependency and constituency parsing frequently, however the parsers normally require careful tuning, complex optimization and the usage of complex commands that hinder their use.

ZPar¹ is a state-of-the-art parser implemented in C++ focused on efficiency. It provides a dependency parser (Zhang and Nivre, 2011; Zhang and Nivre, 2012) and a phrase-structure parser (Zhang and Clark, 2011a; Zhu et al., 2013), both implemented by shift-reduce parsing algorithms (Nivre, 2003; Nivre, 2008; Sagae and Lavie, 2005). ZPar gives competitive accuracies and very fast parsing speeds on both tasks. However, ZPar requires deep knowledge in command-line interfaces and programming skills (especially if the user is interested in performing feature engineering), which leaves its use to researchers that are able to understand the intricacies of such a system. As a result it is relatively more difficult to use by corpus linguists and researchers who need to apply syntactic analysis, but are not familiar with parsing research.

The usability limitation applies to other parsers also, including the Collins parser (Collins, 1999) or MaltParser² (Nivre et al., 2007), as it is a common practice for statistical parsers to use command-line interfaces. On the other hand, there has been a call for enhanced usability of parsers,³ and visualization tools and application wrappers; they have made a non negligible impact on the parsing research field.

In order to have a system that tries to en-

¹http://sourceforge.net/projects/zpar/

²MaltParser has been one of the most widely used parsers, since there are existing parallel tools, including visualization tools.

³See Section 4.
hance the usability of ZPar, we present ViZPar,\(^4\) which is a tool implemented in Java that provides a graphical user interface of ZPar, in its dependency and phrase-structure versions. ViZPar also allows manual feature engineering given the ZPar feature templates and provides automatic evaluation and comparison tools with the gold-standard.

2 ZPar

ZPar is a statistical syntactic analyzer that performs tokenization/segmentation, POS-tagging, dependency parsing and constituent parsing functionalities. ZPar is language-independent but contains optimized versions for the Penn Treebank (Marcus, Santorini, and Marcinkiewicz, 1993) and the Chinese Treebank (Xue et al., 2004). Currently, in its out-of-the-box version, it gives highly competitive accuracies on both English (Zhu et al., 2013) and Chinese (Zhang et al., 2013) benchmarks.

ZPar is implemented using the shift-reduce parsing mechanism (Yamada and Matsumoto, 2003; Nivre, 2008; Sagae and Lavie, 2005). It leverages a global discriminative training and beam-search framework (Zhang and Clark, 2011b; Zhang and Nivre, 2012) to improve parsing accuracies while maintaining linear time search efficiency. As a result ZPar processes over 50 sentences per second for both constituent parsing and dependency parsing on standard hardware. It is implemented in C++, and runs on Linux and MacOS. It provides command-line interfaces only, which makes it relatively less useful for researchers on corpus linguistics than for statistical parsing researchers.

3 ViZPar: a Visualization tool for ZPar

ViZPar is a graphical user interface of ZPar implemented in Java. In its current version it supports a GUI for training and using ZPar, including the visualization of dependency and constituent outputs, evaluation and comparison with gold-standard treebanks, manual configuration and feature selection.

3.1 Java Wrapping of ZPar

The ZPar package includes a bash script that compiles the C++ code, trains a parsing model, runs the parser over the development set and finds the results of the best iteration. ViZPar provides a graphical-user interface for running the ZPar process, which wraps the entire process with a graphical user interface.

A user of ViZPar needs to download ZPar, which contains the C++ source code and the Python and bash scripts needed. On initialization, ViZPar asks for the ZPar directory, which is needed to train models and run the parser. After that, the user should proceed as follows:

- Selection of parsing mode: the user selects whether he/she wants to run a dependency parser or a constituent parser.
- Selection of mode: the user may select an existing parsing model or train a new one by also setting the number of iterations.
- Selection of the test set for parsing and evaluation.

Finally, when the process is finished the system allows to visualize the output by using graphical visualization of the syntactic trees. This feature is explained in the following section.

3.2 Tree Visualization

In order to visualize the output and the gold standard trees of the dependency and phrase structure versions we implemented two different solutions. For the dependency parsing version, we reused the source code of MaltEval (Nilsson and Nivre, 2008) for tree visualization, which includes all its functionalities, such as zooming or digging into node information, and for the constituent parsing version, we implemented a completely new tree visualizer.

Figure 1 shows the ViZPar graphical user interface when it has already parsed some dependency trees with a model trained over an English treebank. The dependency tree shown at the top of the picture is the gold standard and the one shown below is the output provided by the ZPar model. In the same way, Figure 2 shows ViZPar GUI in the case of the phrase-structure parser, which allows to traverse the tree and check the outcome quality by comparison with the gold-standard.

\(^4\)ViZPar stands for graphical visualization tool for ZPar.
3.3 Feature Selection

ZPar provides rich feature templates, depicted by Zhang and Nivre (2011; 2012) for dependency parsing and by Zhu et al. (2013) for constituent parsing. However, the features are handcrafted in the source code; this fact means that if the users would like to update the set of features for a new language or treebank, they would have to change the source code, compile it and run it again, provided that the user knows where the feature templates are and how to encode them. In ViZPar we provide a framework that allows the selection of the different features, and changes the source code automatically; it also makes the compilation and outputs the parser ready to generate a new model.

Our algorithm is implemented by scanning through the ZPar source code, detecting lines on feature definition, which follow regular patterns, and listing the features in a dialog box. The algorithm changes the ZPar source code according to the user selection by commenting out features that are deselected.

The manual feature selection tool might also provide the opportunity of running automatic and manual feature selection experiments as in MaltOptimizer (Ballesteros and Nivre, 2012).

4 Related Work

There has been recent research on visualization in the NLP community. In the parsing area we can find systems, such as MaltEval (Nilsson and Nivre, 2008), which allows the comparison of the output with a gold standard and also includes statistical significance tests. The Mate Tools (Bohnet, Langjalr, and Wanner, 2000) provide a framework for generating rule-based transduction and visualization of dependency structures. Icarus (Gartner et al., 2013) is a search tool and visualizer of dependency treebanks. Finally,
MaltDiver (Ballesteros and Carlini, 2013) visualizes the transitions performed by MaltParser.

5 Conclusions

In this paper we have presented ViZPar which is a Java graphical user interface of ZPar. We have shown its main functionalities, that are: (1) run ZPar in a user friendly environment, (2) dependency and constituent tree visualization and (3) manual feature engineering. ViZPar can be downloaded from http://taln.upf.edu/system/files/resources_files/ViZPar.zip
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