Ionization of biomolecular targets by ion impact: input data for radiobiological applications
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Abstract.
In this work we review and further develop a semiempirical model recently proposed for the ion impact ionization of complex biological media. The model is based on the dielectric formalism, and makes use of a semiempirical parametrization of the optical energy-loss function of bioorganic compounds, allowing the calculation of single and total ionization cross sections and related quantities for condensed biological targets, such as liquid water, DNA and its components, proteins, lipids, carbohydrates or cell constituents. The model shows a very good agreement with experimental data for water, adenine and uracil, and allows the comparison of the ionization efficiency of different biological targets, and also the average kinetic energy of the ejected secondary electrons.

1. Introduction
Ion beam cancer therapy is a powerful emerging tool for treating cancer, specially deep-seated tumours. It makes use of the characteristic energy deposition pattern of ion beams, mainly governed by the electronic stopping force, which is maximum at energies around 100 keV/u, i.e., at the end of the ion’s trajectory, giving place to the Bragg peak, a sharp and narrow maximum of the dose near the ion’s range. This particular depth-dose profile maximizes the damage produced in tumoral regions, while sparing the energy deposition in surrounding healthy tissues [1].

Although the basic working principles of ion beam cancer therapy are well known, many questions still remain regarding the detailed understanding of the biological outcomes that the physical and chemical stages of the ion propagation in biological media produce. Hadron therapy is, in fact, a complex multiscale problem [2], which involves many different processes in several energy, space and time scales, ranging from nuclear fragmentation reactions until the physical and chemical damage and repair mechanisms of macromolecules such as DNA or proteins, being an important stage the direct electronic excitations and ionizations of these biological molecules by ion impact.
Nowadays, the energy deposition by swift ions in materials of interest in radiotherapy is well known. Particularly, calculations performed within the dielectric formalism [3] have shown to be able of providing accurate values of the electronic stopping force (including many-body and phase effects) in both inorganic (liquid water, metals, semiconductors) [4, 5, 6, 7] and organic (DNA, polymers) materials [8, 9]. These electronic stopping data are needed for detailed simulations of the ion beam propagation through these targets [7, 10]. Nonetheless, one limiting factor of the dielectric formalism is that it includes both electronic excitations and ionizations together, being difficult to extract detailed information on the secondary electron emission. In fact, this information is very relevant, since the major part of the biological damage at a microscopic level is produced by secondary electrons, even the very low energetic ones [11, 12]. Although the dielectric approach has been adapted for describing the electron emission from liquid water induced by ion beams [13, 14], its extension to other relevant biological targets only was achieved very recently [15]. Until then, only methods applicable to atomic targets or small molecules, or limited to some specific targets, projectiles, or energy ranges were available.

In this work we review the main features of the semiempirical method proposed to apply the dielectric formalism to calculate the ionization of complex biological media [15] (section 2), and then we apply it to obtain proton impact ionization data, such as single differential and total cross sections and average kinetic energies of ejected electrons (section 3) of a selection of relevant biological targets. The final conclusions and remarks are given in section 4.

2. Theoretical approach

Several theoretical and semiempirical methods are available to study the electron ejection from atoms and molecules generated by ion impact [16]. Among them, the Binary Encounter Approximation (BEA) [17] or the Rudd formula [18] are widely used. Nonetheless, these models are restricted to some particular targets or energy ranges: for example, the BEA is quite accurate for atoms or small molecules, whereas its application is difficult for large macromolecules. Moreover, it is not valid for very low ion energies (where two-center effects in the collision are not taken into account) and for high energies (where dipole interactions play a major role and are not considered). On the other hand, the Rudd formula is valid for a wide energy range, but its application is limited to some selected targets for which its parameters have been fitted to experimental data [16]. Regarding other more sophisticated theoretical models, such as quantum models like the Continuum-Distorted-Wave–Eikonal-Initial-State (CDW–EIS) method [19, 20], or the Classical Trajectory Monte Carlo (CTMC) method [21], their application to large biological molecules is computationally quite complex and expensive.

The dielectric formalism (based on the Plane Wave Born Approximation, PWBA) [3] provides a first perturbative theoretical framework in which the electronic magnitudes can be analytically treated for a wide energy range, for various charged projectiles such as protons, heavier ions or electrons, and where many-body and condensed phase effects are taken into account.

2.1. Ionization of the outer shell electrons: dielectric formalism

According to the dielectric formalism, the macroscopic single differential cross section (SDCS), or inverse mean free path, for the ejection of an electron with kinetic energy $W$ from the electronic $i$-shell of the target, by a projectile of kinetic energy $T$, mass $M_1$ and charge $Z_1$ is [22]

$$\frac{d\Lambda(T,W)}{dW}_{\text{i}} = \frac{e^2}{\pi \hbar^2} \frac{M_1 Z_1^2}{T} \int_{k_-}^{k_+} \frac{dk}{k} \text{Im} \left[ \frac{-1}{\epsilon(k,B_i + W)} \right]_{\text{i}},$$

where $E$ and $\hbar k$ are, respectively, the energy and momentum transfers. We have used $E = B_i + W$, being $B_i$ the binding energy of the $i$-shell. The excitation spectrum of the target enters in this equation through the quantity known as the energy-loss function (ELF),
Table 1. Physical properties of the biological targets studied in this work. Atomic compositions have been converted from mass percentage compositions from Ref.[27] (except otherwise stated). $Z_2$ and $A_2$ are the sum of the atomic and mass numbers of all the atoms in each formula, while $\overline{Z}_2$ is $Z_2$ divided by the number of atoms in the formula. Densities and $B$ values were set equal to 1.00 g/cm$^3$ and 20 eV, respectively, when they were unknown.

<table>
<thead>
<tr>
<th>Material (formula)</th>
<th>$Z_2$</th>
<th>$A_2$</th>
<th>$\overline{Z}_2$</th>
<th>$\rho$ (g/cm$^3$)</th>
<th>$B$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid water (H$_2$O)</td>
<td>10</td>
<td>18.02</td>
<td>3.33</td>
<td>1.00</td>
<td>18.13   [13]</td>
</tr>
<tr>
<td>Adenine (C$_5$H$_5$N$_5$)</td>
<td>70</td>
<td>135.13</td>
<td>4.67</td>
<td>1.35</td>
<td>20.44   [37]</td>
</tr>
<tr>
<td>Guanine (C$_5$H$_5$O$_1$N$_5$)</td>
<td>78</td>
<td>151.13</td>
<td>4.87</td>
<td>1.58</td>
<td>21.09   [37]</td>
</tr>
<tr>
<td>Thymine (C$_5$H$_6$O$_2$N$_2$)</td>
<td>66</td>
<td>126.11</td>
<td>4.40</td>
<td>1.36</td>
<td>20.29   [37]</td>
</tr>
<tr>
<td>Cytosine (C$_4$H$_3$O$_1$N$_3$)</td>
<td>58</td>
<td>111.10</td>
<td>4.46</td>
<td>1.30</td>
<td>20.47   [37]</td>
</tr>
<tr>
<td>Uracil (C$_4$H$_4$O$_2$N$_2$)</td>
<td>58</td>
<td>112.09</td>
<td>4.83</td>
<td>1.40</td>
<td>20.73   [37]</td>
</tr>
<tr>
<td>DNA backbone (C$_5$H$_10$O$_5$P$_1$)</td>
<td>95</td>
<td>181.10</td>
<td>4.52</td>
<td>1.00</td>
<td>19.14   [37]</td>
</tr>
<tr>
<td>DNA (C$<em>{20}$H$</em>{27}$O$_{13}$N$_7$P$_2$) [28]</td>
<td>330</td>
<td>635.41</td>
<td>4.78</td>
<td>1.35</td>
<td>20.00</td>
</tr>
<tr>
<td>Protein (C$<em>{142.56}$H$</em>{209.97}$O$<em>{44.00}$N$</em>{38.92}$S$_1$)</td>
<td>1706.49</td>
<td>3206.50</td>
<td>3.91</td>
<td>1.35</td>
<td>20.00</td>
</tr>
<tr>
<td>Lipid (C$<em>{9.44}$H$</em>{17.16}$O$_1$)</td>
<td>81.87</td>
<td>146.78</td>
<td>2.96</td>
<td>0.92</td>
<td>20.00</td>
</tr>
<tr>
<td>Carbohydrate (C$<em>{1.20}$H$</em>{2.00}$O$_1$)</td>
<td>17.21</td>
<td>32.45</td>
<td>4.10</td>
<td>1.56</td>
<td>20.00</td>
</tr>
<tr>
<td>Cell nucleus</td>
<td>4422.75</td>
<td>8016.25</td>
<td>3.40</td>
<td>1.00</td>
<td>20.00</td>
</tr>
<tr>
<td>(C$<em>{60.07}$H$</em>{843.06}$O$<em>{371.77}$N$</em>{18.31}$P$_{6.73}$S$_1$)</td>
<td>42720.60</td>
<td>77434.50</td>
<td>3.31</td>
<td>1.00</td>
<td>20.00</td>
</tr>
<tr>
<td>Cytoplasm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(C$<em>{1926.40}$H$</em>{8103.31}$O$<em>{2724.83}$N$</em>{138.76}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P$<em>{75.80}$Na$</em>{3.71}$Cl$<em>{3.45}$K$</em>{4.16}$) [29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Im $[-1/(\epsilon(k, B_i + W))$, where $\epsilon(k, B_i + W)$ is the complex dielectric function of the target. The sub-index $i$ in eq.(1) refers to the contribution of the $i$ electronic shell to the ELF. The integration limits, imposed by conservation laws, are $k_{\pm} = \sqrt{2M_1(\sqrt{T} \pm \sqrt{T - E})}$. The macroscopic cross section, $\Lambda$, is related to the microscopic one, $\sigma$, through $\Lambda = N\sigma$, being $N$ the molecular density of the target.

Once the SDCS is known, other key radiobiological quantities can be calculated from it, such as the total ionization cross section (TICS)

$$\Lambda(T) = \int_0^{\infty} \frac{d\Lambda(T, W)}{dW} dW,$$  
and the average energy of the emitted electrons

$$W_{\text{average}}(T) = \frac{1}{\Lambda(T)} \int_0^{\infty} W \frac{d\Lambda(W)}{dW} dW.$$  

The advantage of the dielectric formalism is that, provided that the ELF is experimentally known, many-body interactions and target physical-state effects are naturally included in the subsequent calculations. Therefore, the key magnitude to compute the ionization cross sections is the target ELF over the whole energy and momentum transfer plane (the so-called Bethe surface). In the following section we discuss how to obtain the ELF of biological materials in a simple and efficient manner. Once the ELF is known, we need a criterion to split it in excitations and ionizations, which will be explained in section 2.3.

2.2. The energy-loss function of bioorganic targets

The ELF for all the electronic excitations and ionizations of a target can be experimentally determined from optical data (zero momentum transfer, $k = 0$) or X-ray and electron energy-
loss experiments \((k \neq 0)\). Optical data are available for a large number of materials, among which only a few are organic or biological compounds.

Regarding the latter ones, Tan and co-workers [23, 24] noticed that the optical-ELF of 13 bioorganic condensed compounds and liquid water at low energies (corresponding to the excitation of the outer shell electrons) are rather similar, with an intense peak around 20–25 eV, and sometimes with other small peaks at lower energies. This fact led them to the idea that the experimental optical ELF of the outermost electrons of organic compounds can be parametrized with a single-Drude function

\[
\text{Im} \left[ \frac{-1}{\epsilon(k = 0, E)} \right] = \frac{a(Z_2)E}{(E^2 - E_p^2(Z_2))^2 + \gamma^2(Z_2)E^2},
\]

where \(a(Z_2)\) (in eV\(^3\)), \(E_p(Z_2)\) (in eV) and \(\gamma(Z_2)\) (in eV) represent the intensity, position and width of the single-Drude ELF. Using the experimental optical ELF of the 14 bioorganic compounds, \(E_p(Z_2)\) and \(\gamma(Z_2)\) were parametrized as a function of the mean atomic number of the target, \(Z_2\) (i.e., the number of electrons per formula divided by the number of atoms) [23],

\[
\begin{align*}
E_p &= 19.927 + 0.9807 \cdot Z_2, \quad (5) \\
\gamma &= 13.741 + 0.3215 \cdot Z_2. \quad (6)
\end{align*}
\]

The remaining parameter, \(a(Z_2)\), can be simply obtained by imposing the accomplishment of the \(f\)-sum rule [25], linked to the number of electrons in the target, \(Z_2\) (i.e., the sum of the atomic numbers of all the atoms in the formula); of course, the inner shells also contribute to the number of electrons. In this parametric approach, eq.(4) is used for transferred energies below 40 eV, and above 50 eV ELF is obtained from X-ray atomic scattering factors [26], ensuring that the inner-shell electrons are considered for the calculation of the parameter \(a(Z_2)\). Between 40 and 50 eV, a parabola is used to link Eq.(4) with the X-ray data (see Ref.[23] for a detailed explanation).

This method allows the prediction of the optical ELF for an arbitrary bioorganic compound in the optical limit \((k = 0)\), provided that the atomic composition (for calculating \(Z_2\)) and density (which affects the \(f\)-sum rule) are known. This information is easily accessible for any material. Specifically, the average composition and density of a large number of biological targets is compiled in the ICRU Report 46 [27]. We summarize in Table 1 the physical properties of the representative biological materials studied in this work, which have been obtained from Ref. [27], except for DNA [28] and the cytoplasm [29]. The average mass composition of each target has been converted to number of atoms per formula, assigning 1 atom to the less abundant component, in order to calculate the values of \(Z_2\), \(A_2\) and \(\overline{Z}_2\). In Fig. 1 we show the predicted optical ELFs for liquid water and solids dry DNA, adenine, guanine, thymine and uracil, together with the available experimental data [28, 30, 31, 32, 33]. As it can be seen, the agreement is very good in practically all cases, except for liquid water, where the asymmetry of the experimental ELF can not be reproduced with a single-Drude function.

Once the ELF is known in the optical limit, we need to extend it to \(k \neq 0\) in order to obtain the whole Bethe surface. There are several methods available to obtain the ELF at finite values of the momentum transfer [34]. Among them, we use here a simple dispersion relation introduced by Ritchie and Howie, derived from the similarity between the Drude function (eq.(4)) at \(k = 0\) and \(\gamma = 0\) with the Lindhard function for the free electron gas [35], which simply consists in replacing \(E_p\) in eq.(4) by

\[
E_p(k) = E_p(k = 0) + \frac{h^2k^2}{2m_e} \approx E_p(k = 0) + \frac{h^2k^2}{2m_e}, \quad (7)
\]
Figure 1. Comparison of the optical-ELF obtained through the parametric model of Eq.(4) (solid lines) with available experimental data (symbols) for: (a) liquid water [30], (b) solid DNA [28], (c) solid uracil [31], (d) solid thymine [31], (e) solid adenine [32], and (f) solid guanine [33].

where $m_1$ is the electron mass and $\alpha = 6E_{\text{Fermi}}/5E_{\text{plasmon}}$, being $E_{\text{Fermi}}$ and $E_{\text{plasmon}}$ the nominal Fermi and plasmon energies of the free electron gas [36]. $\alpha \approx 1$ for liquid water [34], and we have kept this value for the rest of biomaterials for the sake of simplicity. No dispersion relation was assumed for the damping coefficient $\gamma$. Although this extension of the ELF to $k \neq 0$ is only an approximation, its accuracy is in the order of other approximations made in this work.

2.3. Ionization of the outer-shell and inner-shell electrons

The SDCS given by eq.(1) is not only valid for the ionization of the $i$-shell, but it can also account for excitations. It can describe the ionization of an electronic shell $i$ provided that we know the contribution of the ionization of this shell to the total ELF. Since the ELF was obtained in the previous section from an empirical parametrization to experimental ELFs, which include all the possible excitations and ionizations of the target, we need some criterion to distinguish the ionizations from the excitations and evaluate the electron production cross sections.

One case already studied is liquid water: its ELF has been parametrized in contributions of excitations and ionizations of different shells in the works by Dingfelder [13] and Emfietzoglou [14]. Basically, these authors used the experimental excitation spectrum, represented by the imaginary part of the dielectric function, and fitted its different peaks by normal and derivative Drude functions in order to identify and reproduce each resonance, making use of information on the excitation and ionization energies of each shell.

This procedure is satisfactory for water, which only has four outer molecular orbitals. Nonetheless, the generalization of such a parametrization for large and complex macromolecules is not a trivial issue. For these reason, we introduce here a further approximation. If one looks at the existing parametrizations performed for liquid water [13, 14], it can be seen that the excitations are practically confined at low transferred energies, while at high energies only ionizations remain. Therefore, we can estimate a mean binding energy, $\overline{E}$, from the ionization thresholds of all the outer electronic shells, and assume that ionizations will only occur at energies above this threshold (the electron being ejected with an energy $W = E - \overline{E}$), and excitations only below it. This mean binding energy is 18.13 eV for liquid water [13]; in fact, a few electronvolts above this energy excitations practically vanish, while only ionizations remain. Moreover, the
use of such a mean binding energy is justified, since the difference between the actual binding energies of each shell and the mean value will be of the order of a few electronvolts, which is negligible for the further transport of the secondary electrons. Finally, it will be seen in section 3 that this approximation yields good results in comparison with the available experimental data.

Information on the ionization energies of the different shells of biological molecules can be easily obtained from the literature, from databases or from quantum chemistry calculations. In particular, there is information available for liquid water [13], DNA components [37], amino acids [38] and other organic molecules [39]. From these data we have calculated the mean binding energies of the targets studied in this work, which are collected in Table 1. Since the values of $\overline{B}$ are always close to 20 eV, we have set this value for the complex targets for which we do not have direct information, such as the DNA molecule, proteins or the cell nucleus.

Although the major contribution to the ionization cross section comes from the outer shells, the inner shells can also have noticeable effects in the calculation of some quantities, such as the average energy of ejected electrons, eq.(3). So far we have dealt only with outer shell electrons. For the inner shells, which can be regarded as isolated cores, where chemical and phase effects are less important, simpler theoretical models such as the BEA can be used instead. For describing the SDCS of the inner shells, in this work we have used a simple BEA equation [16], where the binding and mean kinetic energies of each shell, $B_i$ and $U_i$ respectively, have been obtained from a database by the National Institute of Standards and Technology (NIST) [39].

3. Results and discussion

We have calculated ionization cross sections for proton impact in several representative biological targets using the models described above, i.e., the dielectric formalism with the ELF parametrization of bioorganic compounds and the mean ionization energy for the outer shell electrons, and the BEA for the inner shell electrons. The compositions, densities and mean binding energies of the targets are summarized in Table 1.

Figure 2 shows the SDCS calculated with the proposed model for protons of a given energy in liquid water, solid adenine and solid uracil, compared with available experimental data for...
Figure 3. Single differential cross sections (SDCS) for ionization of liquid water by protons of several energies obtained with the present model. Symbols represent experimental data for water vapour [40, 41].

Figure 4. Single differential cross sections (SDCS) for ionization of solid adenine by protons of several energies obtained with the present model. Symbols represent experimental data for adenine vapour [42, 43].

the corresponding gas phases [40, 41, 42, 43, 44]. Although the calculations are performed for condensed phases, we do not know experimental data for condensed targets with which we can compare. Nonetheless, the agreement with the gas data is excellent at almost all ejection energies, except for some differences at very low electron energies. These differences could be due to phase effects or to the extreme difficulty of experimentally determining these energies.

In Fig. 2 we plot by solid lines the calculations performed using the experimental optical ELF of these materials, while dashed lines depict the calculations done using the predicted ELF by the parametric model of Ref. [23]. The comparison of both calculations allows us to estimate the error coming from the ELF prediction. As it can be seen, the differences are very small for adenine and uracil. Larger differences are observed in the case of liquid water at very low energies, where the parametric model is not able of reproducing the asymmetry of the experimental ELF. In this case, the error in the maximum of the SDCS is around 30 %, which is not so big taking into account the predictive power of the method. In any case, it is preferable to use the experimental ELF when it is available, like in the cases shown in Fig. 1, being the method in this case more reliable. We show in Figs. 3 and 4 our calculated SDCS for proton beams at several energies in liquid water and solid adenine, respectively, using their experimental ELF, finding an overall agreement with experiments.

The comparison of our calculations with other models also gives support to our methodology. In Fig. 2 we also show by dotted lines the SDCS calculated for the gas phases within the BEA model, while the dash-dot-dotted line of Fig. 2(a) is the SDCS obtained with the Rudd formula for water vapour and the dash-dot-dotted lines of Fig. 2(a) and (b) are ab initio calculations, within the Classical Trajectory Monte Carlo method for water [21], and quantum mechanical calculations for adenine [20]. The agreement between all the models and experiments is rather good at high energies, but at low energies, say below 10–20 eV, our calculations seem to agree better with the experimental data. The causes of these discrepancies (especially with the ab initio calculations) deserve more attention, but a possible explanation of our better agreement is that we are considering a more realistic target excitation spectrum through its ELF.

In Fig. 5 we show our calculated TICS (eq. (2)) for all the materials of Table 1: Fig. 5(a) shows the macroscopic cross sections (i.e., inverse mean free paths) for liquid water, DNA, protein, lipid, carbohydrate, cytoplasm and the cell nucleus, while Fig. 5(b) shows the microscopic cross sections (i.e., TICS per molecule) of the DNA/RNA molecular components adenine, thymine, cytosine, guanine, uracil.
In this work we review, explain in more detail and expand our semiempirical method proposed to evaluate impact.

Figure 5. (a) Macroscopic TICS (inverse mean free path), and (b) microscopic TICS per molecule for protons in several biological materials in the condensed phase, compared with experimental data in water vapour [41, 45, 46], adenine vapour [43] and uracil vapour [20].

and sugar-phosphate backbone. Also shown in these figures are experimental data for the water, adenine and uracil molecules in the gas phase [20, 41, 43, 45, 46]. As it can be seen, our calculations nicely agree with the experiments, except for some differences around 100 keV in the case of water measurements from Refs. [45] and [46]; the slight disagreement with the measurements by Rudd et al. [45] could be due to phase effects, and also to the fact that the dielectric formalism (which is based on the first Born approximation) starts to lose validity at these low energies. In any case, the dispersion between the measurements by Rudd et al. [45] and by Bolorizadeh et al. [46] is remarkable.

The information depicted in Fig. 5 is quite interesting, since it shows the different sensitivities of each target to ion impact ionization. Among the macroscopic targets shown in Fig. 5(a), it seems that carbohydrates and protein has the largest TICS, probably influenced by their bigger densities (see Table 1). Regarding the cell nucleus, it has a TICS which is practically identical to that of liquid water in almost all the energy range, but with slight differences in the maximum. Nonetheless, these differences are too small (within the uncertainties of the ELF prediction for liquid water) that it is not possible to conclude that the cell nucleus is more sensible than liquid water itself. Nonetheless, the cytoplasm, lipid and DNA show TICS larger than liquid water and the cell nucleus, a fact that could indicate a larger ionization probability of these targets. It is remarkable the possible effect of the larger density of the DNA, but here lipids and the cytoplasm are considered to have densities similar to that of liquid water. Among the microscopic TICS shown in Fig. 5(b), now the density is not a factor (TICS per molecule are shown), and we still observe differences in their cross sections, being remarkable that the DNA sugar-phosphate backbone shows the largest ionization probability. Perhaps, in this case, the dominant factor is the number of electrons per molecule.

Other interesting quantity which can be calculated for several biological media is the average energy of secondary electrons. According to eq.(3), the high energy transfers will be more relevant in this calculations, so ionization of the inner shells (introduced here through the BEA) will play a noticeable role. In Fig. 6 we show our results for seven representative biological targets: liquid water, dry DNA, protein, lipid, cell nucleus, cytoplasm, and carbohydrate. We also include other calculation for liquid water from Ref. [47], which agrees quite well with our water curve. Our results indicate that the differences in W average between these targets is not very significant, spanning from the maximum of liquid water and the minimum of proteins, which are around 55 and 45 eV, respectively, at 1 MeV proton impact.

4. Summary and conclusions
In this work we review, explain in more detail and expand our semiempirical method proposed to evaluate the ion impact ionization cross sections for condensed complex biological targets based on the dielectric
Figure 6. Average kinetic energy of the secondary electrons ejected from different biological materials by proton impact, calculated with our semiempirical model for the outer shell electrons, and with the BEA for the inner shells.

formalism and a semiempirical parametrization of the experimental optical ELF of organic compounds [15]. Calculations are extended to a broad selection of representative biological targets (liquid water, DNA, proteins, lipids, carbohydrates, the cell nucleus and cytoplasm, and the DNA/RNA molecular components adenine, guanine, cytosine, thymine, uracil and sugar-phosphate backbone), including the contribution from the inner shells to properly perform the calculation of the average energy of secondary electrons, besides the single differential and total cross sections. Our calculations show an excellent agreement with experimental data in the gas phase for water, adenine and uracil, and they also agree with other semiempirical, theoretical and ab initio calculations at high ejection energies. At low energies, our model seems to agree better than the others with the experimental data. We evaluate ionization cross sections and average energies of secondary electrons for all the cited targets, showing some differences between their ionization efficiency, but a quite similar behaviour of the average energy of secondary electrons. This method will be extended in future works to account for heavier ions in different charge states, and also for electron impact.
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