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Abstract

Image feature extraction and matching is useful in many areas of robotics such as object and scene recognition, autonomous navigation, SLAM and so on. This paper describes a new approach to the problem of matching features and its application in scene recognition and topological SLAM. For that purpose we propose a previous image segmentation into regions in order to group the extracted features in a graph so that each graph defines a single region of the image. The matching process will take into account the features and the structure (graph) using the GTM algorithm. Then, using this method of comparing images, we propose an algorithm to construct topological maps. During the experimentation phase we will test the robustness of the method and its ability constructing topological maps.

1 Introduction

Features extraction and matching is an important area in robotics since it allows, among other things, object and scene recognition, autonomous navigation, obstacle avoidance, topological SLAM. The SLAM (Simultaneous Localization And Mapping) problem consists of estimating the position of the robot while building the environment map. The solution to this problem is not trivial, since the error in the position estimation affects the map and vice versa. In the literature, depending on the form to represent the environment in which the robot moves, we can talk of two types of SLAM: the Metric SLAM and the Topological SLAM. In the first, the position is determined by a continuous space, i.e. we know exactly what position has the robot on the map. It is easy to find solutions that include odometry, sonars and lasers ([1, 2]). There are less solutions using vision since the calculation of the exact position is more complicated. In the second type, the different points where you can find the robot are represented by a list of positions, i.e. the map is a discrete set of locations which defines a small region on the environment. In this case there are plenty of solutions that use images for the calculations. In [3] they use the images captured by the AIBO robot to learn the topological map. We also find solutions using omnidirectional images such as [4] and [5], [6] where topological map is constructed using an incremental algorithm.

For both object and scene recognition we need methods to extract features from images. Several solutions in the literature use different methods for extracting the features. In [8] uses an over-segmentation algorithm for split the image into small regions. In paper [9] combines the Harris corner detector with SIFT descriptor. Many solutions in the literature are based on the combination of a segmentation algorithm with a feature extractor ([8], [10], [11]).

Object recognition requires a manually selected database to describe the objects that the robot must recognize. In the case of scene recognition we could need a scene database as
in [12]. It introduces the concept of “Visual Place Categorization” (VPC) which consists of identifying the semantic category of one place/room using visual information. However, there are situations requiring no previous database as it is constructed as the robot navigates through the environment ([10], [13]) such as in the SLAM problem.

Affine invariant feature detectors have shown to be very useful in several computer vision applications, like object recognition and categorization, wide baseline stereo and robot localization. These detection algorithms extract visual features from images that are invariant to image transformations like illumination change, rotation, scale and slight viewpoint change. High level vision tasks that rely on these visual features are more robust to these transformations and also to the presence of clutter and occlusions. A more detailed survey of the state of the art of visual feature detectors can be found in [14].

In this work, the authors assess the performance of different algorithms for the matching problem, being the Maximally Stable Extremal Regions algorithm (MSER) [15], the Harris affine and the Hessian affine [16] the best suited for that task. Several methods are based on a combination of feature detectors (regions, contours and/or invariant points) to improve the matching and taking advantage of the extracting methods used in addition to eliminating some of the problems of the individual methods. However, it has not proposed the creation of structures form the extracted features to check the overall consistency of the matchings but the features are matched one by one without taking into account any possible neighborhood relationships. Some of those methods apply a matching consistency, eliminating cross-matches, those matches that intersect with other ones. In the case of omnidirectional images that can not be done, due to the circular nature of the images.

In this paper we propose a method for matching features and an algorithm to construct topological maps using this comparison method. For the image comparison method we propose a image preprocessing in two steps: segmentation into regions (using JSEG) and invariant feature extraction (using MSER with SIFT descriptors). Each of the obtained regions in the first step will contain a list of invariant points inside its domain. For each region, our method will construct a graph with the invariant points. The feature matching are made by comparing the graph of each of the regions of the current image with the representative graphs of the previously captured images. This approach takes into account both the feature descriptors and the structure of those features within the region. We apply the image comparison method in our topological map algorithm in order to group images that are considered belong to the same area.

The rest of the paper is organized as follows: Section 2 describes the preprocessing done to the image (JSEG segmentation) and feature extraction (MSER). Section 3 explains the graph matching using the GTM algorithm. Then, in section 4 we describe the algorithm that constructs topological maps. In 5 we present the results obtained applying the combination of the image matching method and the topological mapping algorithm. Finally in 6 some conclusions are drawn.

2 Image Processing

MSER (Maximally Stable Extremal Regions) [15] is an affine invariant shape descriptor. The MSER algorithm detects regions that are darker or brighter than their surroundings and can be scale invariant. The algorithm uses the SIFT [7] descriptor (not the detector just the descriptor) to describe the detected regions. Due to the nature of the descriptors, it is possible to associate (match) an MSER region (feature) of an image with one that appears in another image. Despite the robustness of the method we can find many cases where the feature matching has not been successful (false positives or outliers). To eliminate these false positives and thus obtain a more reliable and robust results in identifying scenes seen before, we propose to use a structure (graph) with which to compare (and match) images. To detect the different regions (which eventually
form the sub-graphs to compare) of the image we use the segmentation algorithm JSEG.

2.1 Segmentation

Feature detection and extraction methods detect features along the whole image. Our goal is to group features according to the image region to which they belong, so we need a segmentation algorithm to divide an image into regions. In our case we use the one proposed in [17] known as JSEG algorithm.

JSEG finds homogeneity of a particular color pattern and texture. It assumes that the image:

- It contains a set of regions with approximately the same color and texture.
- Color data in each region of the image can be represented with a small set of quantized colors.
- Colors between two neighboring regions are distinguishable from each other.

In order to obtain different regions, JSEG performs segmentation in two steps: color quantization and spacial segmentation. In the first step of the algorithm, image colors are coarsely quantized without degrading the image quality significantly. This will extract a few representative colors that can be used as classes which separate regions of the image. For each image pixel, the algorithm find its class and replace its value, building an image of labels (class-map).

In the second step, a spatial segmentation is performed directly on the class-map without taking into account the color similarity of the corresponding pixel. This transforms the output from the previous step in a J-Image ([17]). Once this image is calculated, the algorithm uses a region growing method for image segmentation. Initially, the JSEG considers the image as one region, performs an initial segmentation with the scale and repeat the same process with the new regions and the next scale. Once the seed-growing step ends, the regions that have been over-segmented are merged with a grouping method. Finally we get two images, one where each pixel has the value of the belonging region and one with the real image which have overlapped the edges of each region.

An advantage of separating the segmentation into two steps yields an increase in the processing speed of each of the steps, which together do not exceed the time required for processing the whole problem. Furthermore, the process is not supervised and therefore there are no need for experiments to calculate thresholds, since the algorithm automatically determines them.

2.2 Feature Detection and Extraction

Once the different regions of the image are determined, we proceed to extract image features. In our case we use the affine invariant shape descriptor MSER.

The algorithm by Matas et al [15] searches extremal regions, that is, regions in which all pixels are brighter or darker than all the pixels in their neighborhood. The image pixels are taken in intensity order, forming connected component regions that grow and merge, until all pixels have been selected. From all these connected components, or extremal regions, the algorithm selects those for which size remains constant during a given number of iterations. Finally, the selected Maximally Stable Extremal Regions, that can have any arbitrary shape, are transformed into ellipses.

For each image, the features of the entire image are acquired and stored to build a representative graph of the image. Furthermore, each feature is assigned to the region it belongs (by using the position of the feature at the image), obtaining a set of invariant points for every region calculated in the segmentation step. Points that belong to the same region are those used to construct the various sub-graphs that describe the image, i.e. each region has its own graph, built with all the features in its domain. Note that it is possible that some regions have not associated any feature or some points do not belong to any particular region, in this case the region (or points) is discarded because it does not contain any interesting data.
The feature matching process could result in unwanted false positives. To eliminate these outliers we suggest the use of graphs as structure for matching. The use of graphs allows checking not only a single invariant point consistency, but also a set of points that somehow have a relationship with each other.

The selected method for graph matching is GTM [18] (Graph Transformation Matching). This algorithm needs as input a list of the position of the matched points \((x_1, y_1), (x_2, y_2)\). This list is calculated as follows:

- A \(KD−Tree\) is built (this tree structure, \(KD−tree\), allows relatively quick insertions and searches for a \(k\)-dimensional space (128 dimensions in our case, the SIFT descriptor dimension)) with all points of the base image (all points that forms the representative graph).
- For each region of the current image (image sub-graphs):
  - For each point in the region, the closest one in the \(KD−Tree\) is found. If its Euclidean distance is below a threshold, we have found a match.

Once this step is completed, we have a list of matched points that describe a common region between the two images. As this matching may result in many false positives we use the GTM algorithm to compare the structure of the region in both images to eliminate those false positives in the matching.

GTM is a point matching algorithm based on attributed graphs [18] that uses information from the local structure (graph) for the treatment of outliers. The constructed graph for comparison is called K-Nearest-Neighbours which is built by adding an edge to the adjacency matrix for the pair \((i, j)\) if node \(j\) is one of the \(k\) nearest neighbors of node \(i\) and if the Euclidean distance between the two points is also less than the average distance of all points on the graph. If a node has not \(k\) edges, it is disconnected until we finish the graph construction.

Once the two graphs from the two images have been constructed, the algorithm eliminates iteratively the correspondences distorting neighborhood relations. To do this, what is considered an outlier is selected, the two nodes (invariant points) that form the match (false positive) are removed from their respective graphs and also the references to those nodes in the two adjacency matrices. Then, the two graphs are again recalculated. The process continues until the residual matrix (the difference between the adjacency matrices of two graphs) is zero. At this point it is considered that the algorithm has found a consensus graph. Once this consensus graph is acquired, the disconnected nodes are eliminated of the initial matching, obtaining a match where the false positives are removed.

### 4 Topological Mapping

The results of the previous section allow us to know if two images can be seen as part of the same region (they have been taken at nearby positions in the real world). Using this method for image comparison we have built an algorithm capable of creating topological maps from a sequence of images that form a path in the real world. Our algorithm does not require a database because it is created as a new image is captured.

The algorithm builds topological maps in the form of undirected graphs that can be used in applications of topological SLAM. The topological map consists of nodes representing a particular area of the environment and an adjacency matrix that shows the relationships between them. The nodes can be composed of any number of images, but always have a representative image. This image is one that has more regions in common with the rest of images belonging to the node. In order to calculate the node representative and its minimum matching percentage, we use the formulas:

\[
R = \arg \max_{i \in I} \left( \min_{j \in I, i \neq j} (C(i,j)) \right) \quad (1)
\]

\[
N_R = \max_{i \in I} \left( \min_{j \in I, i \neq j} (C(i,j)) \right) \quad (2)
\]
This formulas appeared in [5] and use the number of matched points in function $C(i,j)$. In order to use our previous method, we have modified this formula which is as follows:

$$C(i,j) = \frac{\text{Number of matched points}}{\min(NP_i, NP_j)}$$

(3)

where $NP_k$ is the number of points in image $k$. We select the image with less number of points since it will match at most this number of points that otherwise could not reach 100% in the equation.

The algorithm builds the topological map as follows:

1. When we get a new image, it checks if the image belongs to the region that defines the current node. For this, this new image is compared with the node representative and if the matching percentage passes a certain threshold, it is added to the node.

2. If the image does not exceed the threshold, it is compared with all the node representatives, to find the node whose percentage is higher. If the comparison with the node above passes the threshold, the image is added to the node and creates an edge between the previous node and the newly found node.

3. If no match is found we establish that we have seen a new node, so it creates it and add an edge between new node and the previous one.

4. In any case, if we add an image to an existing node, if $Th_{min} \leq C(i,j) \leq N_R$, the node representative is re-calculated.

5 Results

This section shows the results of applying the whole algorithm on the set of images described in [19] which are available for download from the website of the authors. The images are omnidirectional, with a resolution of 2048x618.

The tests were conducted on the images for the first route, the first 3000 of the data-set. Omnidirectional images have a sort of special features not found in other images. When images covering an angle of 360° it is possible to find two images from the same scene containing objects in a different situation.

In our previous work [20] we test the reliability and robustness of graph-based matching algorithm and in [21] we compare the response of the algorithm using different feature detectors. For this article we used the MSER detector since it was the best the algorithm that obtains the best result during the experimentation.

In figure 1 we have the graph representing the topological map created by our algorithm. Due to the large number of images, they have been processed one of every 15. The circles in the image represent the positions of the node representative and the arcs are the relations between the nodes (the edges of the graph). The threshold for considering a pair of images belong to same region has been estimated empirically.

As we can see, even though the path is composed by several laps in the environment, the topological map has not allocated different nodes for each of the laps made, but to consider the loop-closure existing and combined the images of the same area but caught at different times in a single node. However, there are some situations where for the same area the algorithm has created multiple nodes. In some cases it is because we have not taken pictures in a row, but in other cases is due to changes in light and/or changes in focusing direction. In figure 1 we see that the area of trees labeled as sample 1 in the image above has created multiple nodes. Looking at the two nodes representatives (figure 2), the images do not have the same illumination, are taken in opposite directions and also in the second image the tree cover parts that could be useful for identification (occlusion of many interest points). One can think that omnidirectional images avoid the rotation problem, but our algorithm does not have into account the fact that left hand side of the image is continuous with the right hand side. We are planning to solve this in future work.

Something similar occurs at the tunnel area
but in this case, images inside the tunnel have very dark regions so there is no detection of so much feature points in order to match them.

6 Conclusions

In this paper we have presented a new method for creating topological maps. The method consists of the combination of image segmentation into regions and the extraction of feature detectors, and then the creation of a graph structure from those features. Thus, the matching of two images is taken into account both the extracted features and the structure (graph) formed by these features. Then, we construct the topological map using this comparison method, obtaining a non-directed graph that divides the environment in regions and indicates the relationships between different areas.

During the experimentation phase we have constructed a topological graph that describes the environment captured during a long path and with several loop-closures (several laps). As we have seen the environment is divided into several areas, most of them unique, that
is, are described by a single node. In cases where they have appeared more than one node we have seen changes due to illumination and/or rotation. As future work, we plan to improve the algorithm in order to reduce the sensitiveness to changes in illumination and rotation. We also intend to make a more advanced study of the behavior of the algorithm using different features (SIFT, SURF, Harris-Affine, Hessian-Affine). We want also to extend our graphs in a circular way, in order to take into account the circular property of this kind of images.
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