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Abstract—This article describes a proposal to achieve fast robot learning from its interaction with the environment. Our proposal will be suitable for continuous learning procedures as it tries to limit the instability that appears every time the robot encounters a new situation it had not seen before. On the other hand, the user will not have to establish a degree of exploration (usual in reinforcement learning) and that would prevent continual learning procedures. Our proposal will use an ensemble of learners able to combine dynamic programming and reinforcement learning to predict when a robot will make a mistake. This information will be used to dynamically evolve a set of control policies that determine the robot actions.
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I. INTRODUCTION

On line robot learning and adaption is a key ability robots must have if we really want them working in everyday environments. Robots must become part of everyday life as assistants, be able to operate in standard human environments, automate common tasks, and collaborate with us. Robotic devices are meant to become a nearly ubiquitous part of our day-to-day lives. Despite the increasing demand for personal robots able to educate, assist, or entertain at home, or for professional service robots able to sort out tasks that are dangerous, dull, dirty, or dumb, there is still an important barrier between the latest developments on research robots and the commercial robotic applications available. To overcome the frontier amongst commercial and research robots we believe that, like humans, robots should be able to learn from their own experiences when emulating people or exploring an environment. The mistakes and successes the robot makes should influence its future behaviour rather than relying only on predefined rules, models or hardware controllers. This will result in robots that are able to adapt and change according to the environment. These robots should not use pre-defined knowledge, on the contrary most of their competences should be learned through direct physical interaction with the environment and human observation.

From our experience working with robots, we think that it is true to say that no matter how perfect our robot controller is, there are always unexpected situations or different environments that will make our robot fail. We always promoted the use of reinforcement learning as an interesting paradigm that can be used to learn from robot-environment interaction [7]. Nevertheless, the application of reinforcement learning algorithms still suffer from the same problem just described. Generally, reinforcement learning is applied to get a robot learning a behaviour on simulation and, once the robot-controller is learnt it is placed on the real robot. Nevertheless, if the real robot misbehaves, it would be necessary to investigate the reasons behind the robot mistakes and to learn the behaviour once again trying to include situations similar to those that caused the failure. There are some previous publications that highlight the interest of real robot learning from reinforcement and for different applications [8], [9]. Nevertheless, most of these works achieve the desired behaviour through a careful parametrization of the action space or the reinforcement function but they do not re-design the classic reinforcement learning algorithms to get real-time learning processes. Some other works deal with the problem of real robot learning from scratch. One of them is [1]. In this work the robot explores the environment and it uses its own experiences to learn a model of the environment. This model is used to improve the control policy and thus achieve quasi-online reinforcement learning. In our case we will explore on-line learning without models, i.e. without probabilistic transition matrices.

We are interested in getting continuous learning procedures that are never stopped. The idea is that robot would move in the environment using a behaviour learnt on simulation, nevertheless, the robot would be able to adapt and modify the behaviour according to the environment where it is moving. The achievement of continuous learning requires the development of systems able to fulfil three characteristics:

1) The learning must be as fast as possible
2) Every time the robot encounters new problems, it will have to learn and improve the controller. Nevertheless, this should not cause important instabilities or make the robot forget important aspects of what had been learnt before
3) It should be possible to incorporate new knowledge or destroy old one, at any time, without causing important robot misbehaviours

II. ACHIEVING FAST LEARNING PROCESSES

We need robots that are able to learn the suitable action they must carry out for every different situation (state) they might encounter, and thus reach a particular behaviour. Reinforcement Learning is suitable to get robots learning from their own experiences and environment interaction. Nevertheless, from our previous work [2], [3], [4], [5], [6] we know that reinforcement learning is too slow and requires too many trials to learn a particular task. This makes its application on a real robot almost impossible. Due to this, instead of building a learning system that needs to determine the suitable action
A. Using Fuzzy ART networks to building a representation of the world

Each learner of the ensemble shown in Figure 1 will have to build a map between world states and actions. This is a problem that lies at the heart of many robotic applications. This mapping, also called policy, enables a robot to select an action based upon its current world state. Therefore, the first problem to deal with is how to represent the world through a finite set of states. In our case, and as we can see in Figure 2, each learner will build a representation of the environment that will dynamically increase to include new situations that have not been seen before. We shall call to these new and distinguishable situations, detected in the stream of sensor inputs, states. This dynamic representation of the environment will be independent for each learner, i.e., each learner can see the world differently from the others. To quantify the sensor space we decided to use a The Fuzzy Adaptive Resonance Theory (Fuzzy ART) \[10\] to build the state representation for each learner. The FuzzyART clusters robot sensor readings into a finite number of distinguishable situations that we call \textit{states}. Therefore, the FuzzyART network will achieve a sensor-state mapping that will dynamically increase to include new situations, detected in the stream of sensor inputs, and that have not been seen before.

Basically the FuzzyART will divide the sensor space into a set of regions (Vector Quantization). Each one of these regions will have a representative or prototype representing it. The FuzzyART works on the idea of making the input information resound with the representatives or prototypes of the regions into which the network has divided the sensor space so far. We call to these regions, states. If resonance occurs between the input and any of the states, this means that they are similar enough; the network will consider that it belongs to this state and will only perform a slight update of the prototype, so that it incorporates some characteristics of the input data. When the input does not resound with any of the stored states, the network creates a new one using the input pattern as its prototype.

The input of the Fuzzy ART will be an \(M\)-dimensional vector, where each of its components is in the interval \([0, 1]\). In our case, the input data we are dealing with comprise the information provided by a laser rangefinder and sonar sensors, but other sources of information are valid (e.g. grey levels of an image, or joint angles in a robotic arm). The prototypes of the states will be codified as arrays of \(M\) dimensions with values in \([0, 1]\): \(w_j = (w_{j1}, w_{jM})\). We shall use the letter \(N\) to refer to the number of states learnt by the network so far.

The behaviour of the Fuzzy ART is determined by two parameters: learning rate \(\beta \in [0, 1]\); and a vigilance parameter \(\rho \in [0, 1]\). The way the Fuzzy ART network operates can be summarised in the following steps (there are some important differences in comparison with the general proposal described in \[10\]):

1) After presenting an input \(I\) to the network, there will be a competitive process after which the states will be sorted from the lowest activation to the highest. For each input \(I\) and each state \(j\), the activation function \(T_j\) is defined as

\[ T_j(I) = \frac{|I \land w_j|}{|w_j|} \]  \hspace{1cm} (1)

the fuzzy operator AND \(\land\) is \((x \land y)_i \equiv \min(x_i, y_i)\) and the norm \(|\cdot|\) is defined as

\[ |x| \equiv \sum_{i=1}^{M} |x_i|. \]  \hspace{1cm} (2)
2) The state with the maximum activation value will be selected to see if it resounds with the input pattern \( \mathbf{I} \)

\[
J = \text{arg} \max_j \{T_j : j = 1...N\}. \tag{3}
\]

3) The Fuzzy ART network will enter in resonance if the matching between the input \( \mathbf{I} \) and the winning state \( \mathbf{J} \) is greater or equal than the vigilance parameter \( \rho \):

\[
|\mathbf{I} \land w_J| \geq \rho |\mathbf{I}| \tag{4}
\]

If this relation is not satisfied, a new state will be created and the new prototype vector will be equal to the input \( \mathbf{I} \).

4) When the prototype vector \( w_J \) is updated:

\[
w_J^{(\text{new})} = \beta \mathbf{I} + (1 - \beta) w_J^{(\text{old})}. \tag{5}
\]

A proliferation of states can be avoided if inputs are normalised:

\[
|\mathbf{I}| \equiv \gamma, \forall \mathbf{I}, \gamma > 0 \tag{6}
\]

The complement coding normalisation rule achieves normalisation while preserving amplitude information. The complement coded input \( \mathbf{I} \) to the recognition system is the 2M-dimensional vector

\[
\mathbf{I} = (\mathbf{a}, \mathbf{a}^c) \equiv (a_1, ..., a_M, a_1^c, ..., a_M^c), \tag{7}
\]

where \( a_n^c = 1 - a_n \). Using complement coding, the norm of the input vector will always be equal to the dimension of the original vector.

The vigilance parameter \( \rho \) is the most important parameter for determining the granularity of the classification. Low values for the vigilance parameter will create few classes. As the value of \( \rho \) approaches one, there will be almost one state for each sensor reading.

Each learner of the ensemble that we suggest (Figure 1) will use a near-random vigilance value to build a state representation from the sensor inputs. Since the vigilance parameter is different for each learner, so will be the partition of the sensor space into regions; the size of the regions into which the sensor space is divided will change from learner to learner, Figure 2. This helps to get a better generalization during the learning process.

Other artificial neural networks, such as the Echo State Networks [11] have been used in the past to learn from robot-environment interaction. Nevertheless, these networks are most appropriate to learn from demonstrative processes in which a user teaches the robot the desired control policy. In our case we need to use unsupervised techniques able to quantify the sensor space in a set of regions according to how similar the values coming from the sensors are, the best action for every one of these states will have to be discovered by the robot.

\begin{align*}
A_l^i &= \ldots \\
&= (A_l^1 = [a_{l1}^1, b_{l1}^1), A_l^2 = [a_{l2}^1, b_{l2}^1], \ldots, A_l^F = [a_{lF}^1, b_{lF}^1]), \forall l = 1, ..., N \tag{8} \\
&\text{• } A_l^i \text{ covers all the action space, } A, \forall l = 1, ..., N: \\
&\quad \cup_j A_l^i(j) = A \\
&\text{• } A_l^i \text{ is a pairwise disjoint collection of intervals, } \\
&\quad \forall l = 1, ..., N: \\
&\quad A_l^i(j) \bigcap A_l^k(k) = \phi
\end{align*}

The cardinality (number of intervals) is the same for all partitions:

\[
\text{cardinal}(A_l^i) = \text{cardinal}(A_l^j), \quad \forall i, j = 1, ..., l
\]

Therefore, in our case, a control policy \( \pi \) is a function that determines for every possible state of the robot, the interval of actions that seems to be suitable for the task. Since we used a different FuzzyART network for every learner, i.e., the sensor-state mappings are different for each learner, and so are the actions intervals, it is true to say that:

\[
\pi_l : S_l^i \to A_l^i, \quad s \in S_l^i \to \pi_l(s) \in A_l^i \tag{9}
\]
The final action the robot performs is selected after a voting procedure that considers these control policies (Figures 3 and 4). The action most voted is the one that the robot finally performs. Although there are a large variety of techniques to combine different sources of information, we selected majority vote since it is one of the simplest and most known strategies.

There is still an unanswered question: how does each learner know which interval of actions vote at each state? The answer to this question is a utility function of states and action-intervals called Q. Each learner l from the ensemble will learn a utility function Ql. These utility functions Q1,...,QN, are functions of states an action-intervals: Ql(Sl x Al). Basically each value Ql(s ∈ Sl, Aλ(l)) represents how good is executing any action a, included in the interval Aλ(l), when the robot is in state s. To learn these functions we have used the algorithm Improving Time before a Robot Failure [3], [4]. In this algorithm Ql(s, Aλ(l)) represents the expected time interval before a robot failure when the robot starts moving in s ∈ Sl, performs an action of the interval Aλ(l), and follows an optimal control policy thereafter:

\[ Q(s, A^l(j)) = E[-e^{-Tbf(s_{0}=s, a_{0}=a)}/50T}], \quad (10) \]

where Tbf(s, A^l(l)) represents the expected time interval (in seconds) before the robot does something wrong, when it performs any action a ∈ A^l(l) in s^l, and then it follows the best possible control policy. T is the control period of the robot (expressed in seconds). The term \(-e^{-Tbf/50T}\) in Eq. 10 is a continuous function that takes values in the interval \((-1, 0)\), and varies smoothly as the expected time before failure increases.

If we are able to predict the consequences of performing any action of a particular interval of actions in a state (time that will elapse before the robot makes a mistake), it is straightforward that we can achieve the best control policy by simply selecting the interval with the highest Q-value for every state. This will give us the control policy that maximizes the time interval before any robot failure; this is called greedy policy \(\pi^*\):

\[ \pi^*(s^l) = \arg\max_{a} \{Q^l(s^l, A^l(k))\}, \quad \forall s^l \in S^l \]  

There is a greedy policy for every control policy in our system. Since the Ql values and Tbf are not known, we can only refer to their current estimations Q^l and Tbf^l. Starting from the Q-values we can determine the expected time before a robot failure for an action-state pair:

\[ Tbf^l(s, a) = -50 * T * \text{ln}(-Q^l(s, A^l(1))), \]  

where A^l(1) is the interval of A^l that contains action a. We need to use the super-index l for Tbf^l since it is estimated from the Q^l values. We can also determine the expected time before a robot failure for a state:

\[ Tbf^l(s^l) = \max_k \{-50 * T * \text{ln}(-Q^l(s^l, A^l(k)))\}, \]  

We can notice that the time before failure, determined for a given state, considers the best expectation, i.e., when the robot follows the greedy policy.

Initially, each learner will build a control policy that coincides with its corresponding greedy policy:

\[ \pi^l(s \in S^l) = \pi^*(s \in S^l), \quad \forall l = 1, ..., N \]  

These greedy policies \(\pi^{1*}, ..., \pi^{N*}\) are got from the Q-values following the straightforward process indicated in Eq 11. The final action the robot performs would be selected after a voting procedure (Figure 4). Nevertheless, to increase the robustness of our proposal, the voting procedure considers a new value-function (Figure 5) that determine how good is a particular policy for a given state, i.e., whether the interval of actions that particular policy suggests for the state seems to be right for the task or not. We represent this new value function with the letter U. Thus U^j(s) = 1 means that the j-control policy is invalid for state s, and hence its vote can be discarded. On the contrary U^j(s) = 0, means that the control policy j seems to be right for the state s, and therefore its vote must be taken into account. Eq. 15 summarizes the voting procedure:

\[ a_t = \arg\max_{a \in A} \left\{ \sum_{s^l=1}^{N} \delta[a \not\in \pi^l(s^l(t))] \times (1 - U^l(s^l(t))) \right\} \]  

Fig. 5. General schema of our proposal
Fig. 3. In our proposal each learner of the ensemble builds a quantization of the sensor space and the action set that is different and independent from the rest of the learners.

\[ \delta \text{ is the kronecker delta, i.e:} \]

\[ \delta[a \not\in \pi^l(s^l(t))] = \begin{cases} 1 & \text{if } a \in \pi^l(s^l(t)) \\ 0 & \text{if } a \not\in \pi^l(s^l(t)) \end{cases} \]

As we will see in the next subsection, the new utility function \( U \) will also determine when the control policies \( \pi_1, ..., \pi_N \) are updated using the greedy policies \( \pi_1^*, ..., \pi_N^* \).

C. Learning of the Utility Functions

As we have described in the previous section, the action the robot should execute at each instant is determined using a voting procedure that is highly influenced by two utility functions: \( Q \) and \( U \) (Figures 5 and 6). Both utility functions are independent for each learner of the ensemble: \( Q_1, ..., Q_N \) and \( U_1, ..., U_N \). In this section we will describe how the values of all these utility functions are inferred from the robot experiences when it interacts with the environment.

When the robot is moving interacting with the environment performing different actions, we can dynamically update the Q-values. Thus, if we consider a robot that has performed the action \( a_t \) in the current state \( s_t \), and as an outcome the robot has moved to state \( s_{t+1} \) and has received the reinforcement \( r_t \), the Q-values corresponding to every policy, can be updated taking only into account the relationship amongst consecutive states:

\[ Q_{t+1}^l(s_t, A_{at}^l) = \begin{cases} -e^{-1/50} & \text{if } r_t < 0 \\ Q_t^l(s_t, A_{at}^l) + \delta & \text{otherwise} \end{cases} \]

where,

\[ \delta = \beta_L(e^{-\frac{1}{50}} \cdot Q_{\max}^l(s_{t+1}) - Q^l(s_t, A_{at}^l)). \] (17)

\( r_t \) is the reinforcement the robot receives when it executes action \( a_t \) in state \( s_t \), \( \beta_L \in [0, 1] \) is a learning rate, and it is the only parameter whose value has to be set by the user. Finally, \( A_{at}^l \) is the interval of \( A^l \) that contains action that has been performed by the robot, \( a_t \).

Equations 16 and 17 allow the updating of the Q-values using the experiences of the robot. Basically the robot would move in the environment, trying the execution of different actions and, at every instant, the Q-value of the last action performed by the robot would be updated according to the current state of the robot and the reinforcement that the robot received. Nevertheless, this would lead to very slow learning processes. A common solution to speed up this learning consists on updating the Q-value of each action performed by the robot considering not only the immediate consequences of the execution of this action, but also what the robot does and the reinforcement it receives during a short interval after the execution of the action which is being considered. Thus, to obtain the utility values \( Q^l(s, A^l(k)) \), the robot begins with an initial set of random values, \( Q^l(s, A^l(k)) \in [-1, -0.95] \), and then it initiates a stochastic exploration of its environment. The robot will move and collect data during a maximum period of time or until it makes an error. The data collected will later be used to update the Q-values:
First stage, collecting data

1) \( m = 0 \)

2) At each instant \( t \) and while the robot does not receive a negative reinforcement or moves for a maximum period of time do:

   a) Observe the current state in every learner of the ensemble, \( s_l(t) \).
   
   b) Select an action \( a_t \) to be executed by the robot (through a voting procedure).
   
   c) Perform action \( a_t \), observe new states \( s_{l+1} \) and reinforcement value.
   
   d) If \( r_t > 0 \) then \( m \leftarrow m + 1 \) and go back to the first step, otherwise stop collecting data and do not shift the \( m \)-index.

Second stage, updating the Q-values:

1) Update time before failure for every learner of the ensemble:

   a) for \( k = 0, 1, \ldots, m \) do:
      
         if \( k = 0 \) then:
         
            \[ T_{bf}^l = \begin{cases} T & \text{if } r_{t-k} < 0 \\ T_{bf}^l(s_{t-k}) & \text{otherwise} \end{cases} \]

     else \( T_{bf}^l \leftarrow \lambda \cdot (T_{bf}^l + T) + (1 - \lambda) \cdot T_{bf}^l(s_{t-k}) \).

2) Update the Q-values of the first record in the experience set:

   - \[ \Delta Q_l^t(s_{t-m}, A_{t-m}^l) = \beta_L(-e^{-T_{bf}^l/50T} - Q_l(s_{t-m}, A_{t-m}^l)), \forall l = 1, \ldots, N \]

3) Shift the index \( m \) which represents the number of states recorded in the experience set and which have not been updated: \( m \leftarrow m - 1 \)

4) if \( m = 0 \) exit, otherwise go to the first step, 1)

The parameter \( \lambda \) (second stage, first step) is a parameter that determines the relative importance of the last robot-environment interactions. The higher the values of lambda, the more the Q-values are altered considering the last robot-environment interactions. Low values of lambda are recommended when either the rewards or the sensor readings are noisy.

The updating of the new utility function, \( U \), is straightforward: those policies that voted for the actions the robot executed far from any failure will see their \( U \) values decreased. On the contrary, those policies that voted for the actions executed just before a robot failure will see their \( U \) values increased, thus reducing their future consideration for the same states. Finally, those policies that voted for actions that finally weren’t executed will not see their \( U \) values altered. This way of updating the \( U \) values means that the robot will tend to repeat the same sequences of actions that it has already tried in the past and did not cause any trouble, but the robot will change its behaviour whenever the actions it carried out lead the robot to some kind of failure.

Figures 5 and 6 give an overview of our system. Each time the robot makes a mistake and it receives negative reinforcements, the set of policies used to control the robot will evolve trying to improve robot’s behaviour. Basically,
each policy will mutate in those actions that have lost their vote \((U^j(s)\) is not null), in this case the new interval of actions will coincide with the greedy policy:

- for \(i=1,...,N\)
  - for \(j=0,...,\text{maximum number of states in } S^i\)
    * if \(U^j(j) > 0\) \(\pi^i(s^j(j)) = \pi^i(s^j(j))\)

The use of the greedy policies to update the control policies, allows faster and faster recoveries from robot misbehaviours due to the use of the past experiences learnt by the robot. On the other hand, we must be aware of the fact that any time the robot makes a mistake the use of the function \(U\) limits the number of mutations and prevents the system from falling into heavy instabilities. This is something new that allows us to improve the generalization ability of our system.

To get independent and uncorrelated policies, only a subset of policies will take part in the decision making at each instant. This subset of \(M\) control policies (\(M < N\)) that takes part on the decision making, is determined randomly, and it will be the same until the end of the learning process. Nevertheless, every time the robot makes a mistake this subset is increased with some new randomly selected control policies. Adding new control policies during the learning process represent a way of incorporating new knowledge into the system (this was the third characteristic mentioned in the introduction and that continual learning would require). These new policies are initially random but they start learning and evolving from the moment they are incorporated into the system.

### III. Experimental results

We have performed an experimental study of the strategy described in the previous section. In particular we have implemented it on a Pioneer 3DX robot. This robot is equipped with a SICK LMS-200 laser rangefinder, a ring of 16 ultrasound sensors and bumpers. In all the experiments the linear velocity of the robot was kept constant (15.24 cm/s ≡ 6 inch/s), and the robot received the motor commands every 300ms (value of \(T\) in Eq. 10). Through the experiments the robot had to learn a common reactive task: wall following. To teach the robot how to follow a wall located on its right at a certain distance interval, we used a reinforcement signal that is negative whenever the robot goes too far from or too close to the wall being followed. We tested the algorithm in both, real and simulated environments. We must emphasize that the behaviour itself is not the objective of this work, but a benchmark for all the tests we want to carry out.

#### A. Simulation results

Fig. 7 shows the simulated environment where the robot learnt the wall following behaviour. In this figure we can also see the trajectory of the robot once the task has been learnt. To simulate the movement of the robot we have used Player&Stage [14]. We consider that the behaviour has been learnt when the robot is able to move without making any mistake during ten minutes (several laps in the same environment). The learning time is the time elapsed since the robot starts moving until it achieves a valid control policy (the policy that is able to move the robot without mistakes for at least ten minutes).

To learn the behaviour we used all the sensor information available. The laser sensor we used on simulation provides 177 measures – one measure per degree from \(0^\circ\) to \(176^\circ\). On the other hand we also used the information provided by 16 ultrasound sensors surrounding the robot. We then scaled the values in the interval \([0,8]\) to the interval \([0, 1]\):

\[
I_i = \frac{1}{(1 + input_i)} - \frac{1}{9}
\]

(18)

The learning parameters we used are: learning coefficient \(\beta_l = 0.25\), \(\lambda = 0.5\), the vigilance parameter for each FuzzyART neural network was selected randomly in the interval \([0.86, 0.92]\), and, finally the learning coefficient for the FuzzyART neural network was \(\beta = 0\). The average learning time after 30 experiments was 14.55 minutes and the standard deviation was 8.8 minutes.

After this first set of experiments we carry out a second set of 30 experiments, but this time the processing of the sensor information was different. In this second case we scaled the sensor values using Eq. 19:

\[
I_i = \frac{(8 - \text{input}_i)^2 * e^{-\text{input}_i}}{64}
\]

(19)

In this second case, the vigilance parameters were selected randomly in the interval \([0.8, 0.92]\), the rest of the parameters kept the same values as in the first set of experiments. After 30 experiments we got an average learning time of 6.61 minutes and the standard deviation was 4.45 minutes.

In general, through the simulated experiments we noticed the importance of the \(U\)-function described in sections (B and C). This utility function works as a gate enabling or disabling learners in the voting mechanism. We noticed that the use of this function allows achieving the desired control policies sooner that if we do not use it.
B. Learning on the real robot

Since our learning algorithm proved to be very efficient and very fast on simulation, we decided to apply it to learn the behaviour on a real robot. It is really relevant to be aware of the fact that the learning process starts from scratch (i.e., our robot does not have any kind of prior knowledge about the task or how to solve it). This can be easily appreciated in the first lap of the robot in the environment, shown in Figure 8. Every time the robot receives a sequence of negative reinforcements, it stops moving and it goes back until it reaches a position where it does not receive negative reinforcements. Figures 8, 9, 10 and 11 show the progress of the learning procedure on a real robot working on a real environment. We must emphasize that these results represent a huge achievement since little work has been done with learning processes on a real robot interacting with the real environment. Moreover, these learning processes on the real robot overcome the limitations of the simulation, i.e., when the simulator is not realistic enough the behaviour learnt might not work on the real robot.

IV. Conclusion

In this paper we have described a system that moves us close to continuous reinforcement learning procedures in a real robot operating in real environments. Basically our system combines a set of control policies that is being evolved considering two utility functions. These two utility functions learn the experiences accumulated by the robot when it interacts with the environment, and prevents too unstable behaviours every time the robot encounters a situation it had not seen before. It is also important to mention the fact that our system incorporates new knowledge dynamically, as the learning process progresses (this new knowledge is included as new learners in the ensemble). This not only does not cause any instability but, on the contrary, helps the robot to behave better and better improving both, robustness and generalization. The experimental results achieved, show the achievement of extremely fast learning process able to work even on real robots learning continuously in a real environment.

It is important to be aware of the fact that our system learns the representation of the environment (states created by the Fuzzy ART neural networks) and the control policy (i.e. the actions the robots must execute for each state) simultaneously. This obviously increases the complexity of the problem, although a quantification of the increase of the complexity is still part of our future work.
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