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A B S T R A C T

Given a finite field $\mathbb{F}_{q}$ and a positive integer $n$, a flag is a sequence of nested $\mathbb{F}_{q}$-subspaces of a vector space $\mathbb{F}_{q}^{n}$ and a flag code is a nonempty collection of flags. The projected codes of a flag code are the constant dimension codes containing all the subspaces of prescribed dimensions that form the flags in the flag code.
In this paper we address the notion of equivalence for flag codes and explore in which situations such an equivalence can be reduced to the equivalence of the corresponding projected codes. In addition, this study leads to new results concerning the automorphism group of certain families of flag codes, some of them also introduced in this paper.
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## 1. Introduction

Network coding was introduced in [1] as a new method to send information using a network modeled as an acyclic directed multigraph with several senders and receivers, where intermediate nodes are allowed to compute linear combinations of the received packets, instead of simply routing them. The first algebraic approach to network coding was presented in [12]. In that paper, the authors propose using vector spaces over a finite field $\mathbb{F}_{q}$ as codewords. In this context, subspace codes arise as sets of subspaces of a prescribed vector space $\mathbb{F}_{q}^{n}$. In particular, if every codeword, i.e., every subspace, has the same dimension, we speak about constant dimension codes of $\mathbb{F}_{q}^{n}$. During the last decade, there have been many different works on this topic. We refer the reader to [18] and the references therein for an overview on constant dimension codes.

Flag codes in the network coding setting were introduced by Liebhold, Nebe and Vazquez-Castro in [14] as a generalization of constant dimension codes. A flag on $\mathbb{F}_{q}^{n}$ is a sequence of nested subspaces of $\mathbb{F}_{q}^{n}$. The list of dimensions of the subspaces in a flag is called its type vector and a flag code $\mathcal{C}$ is a nonempty collection of flags (of the same type) on $\mathbb{F}_{q}^{n}$. Constant dimension codes and flag codes are closely related by the notion of projected codes. For each dimension in the type vector of a flag code $\mathcal{C}$, we consider the constant dimension code composed by all the subspaces of this dimension appearing in some flag in $\mathcal{C}$. This list of constant dimension codes is the set of projected codes associated to the flag code $\mathcal{C}$ (see [7]). During the last years, some problems on flag codes have been tackled using this close relationship. For instance, papers [ $4,5,7,8,15$ ], provide several characterizations of flag codes with maximum distance (optimum distance flag codes) in terms of their projected codes. These characterizations have allowed to provide systematic constructions of them by using different tools. In [3], the authors study under which conditions the parameters, as well as other structural properties, of a flag code can be obtained from the ones of their projected codes. On the other hand, in [6] the reader can find bounds for the cardinality of flag codes with prescribed minimum distance. The techniques used to obtain these bounds also involve the projected codes. Other works such as $[2,10,13]$ study flag codes from other points of view, regardless of their projected codes.

A general problem in Coding Theory is determining when two different codes are equivalent, that is, when they are essentially the same. In [16] this question is addressed for the first time for constant dimension codes and the notions of (semi)linearly equivalent codes and the automorphism group of a constant dimension code arise. After that paper, different authors have studied this problem for specific families of constant dimension codes in $[9,11,19]$. Nevertheless, in the context of flag codes, determining whether two flag codes are equivalent is an unexplored question yet. In the present paper, we bring the concepts of linear and semilinear equivalence to the flag codes scenario. As in the papers mentioned in the previous paragraph, here we also make use of the powerful relationship between a flag code and its projected codes. However, in this case the original point of view is reversed. We notice that different flag codes can share exactly the same list of
projected codes. This is the reason why the property of being equivalent cannot been easily translated from the list of projected codes to the initial flag code. We observe that this problem can be solved by changing the perspective. We start characterizing those families of constant dimension codes that can provide flag codes and then, we identify when a set of constant dimension codes generates a unique flag code. This innovative approach allows us to answer some questions related to flag code equivalence and also to give a sufficient condition to compute the automorphism group of a flag code as the intersection of the ones of its projected codes, which is not true for general flag codes.

The paper is organized as follows. In Section 2 we give the basic background on both constant dimension codes and flag codes, putting special attention to the notions of linear and semilinear equivalent constant dimension codes and the one of projected codes of a flag code. In Section 3, we study under which conditions a set of constant dimension codes is suitable to produce flag codes. Moreover, we define and analyze a new property on flag codes: the subspace-inclusion-closed property (SIC, for short) and use it to characterize those families of constant dimension codes that generate one, and only one, flag code. In Section 4, we introduce the notions of (semi)linear equivalence for flag codes and give sufficient conditions to reduce the flag code equivalence problem to the corresponding problem for their projected codes. This study has consequences for the computation of the (semi)linear automorphism group of a flag code that, under certain conditions, turns to be the intersection of the ones of the projected codes. Last, Section 5 is devoted to illustrate the theoretical results obtained in the preceding sections. For this purpose, we present two families of flag codes -the ones of increasing/decreasing flag codes- that, in many cases, enclose the one of optimum distance flag codes. We prove increasing/decreasing flag codes are equivalent if and only if their projected codes are equivalent. Moreover, computing their automorphism group just requires the knowledge of the ones of their projected codes.

## 2. Preliminaries

In this section, we recall the basic background on constant dimension codes and flag codes that we will need throughout the paper. First, we recall the definition of constant dimension code and focus on some concepts, such as the subspace distance and linear and semilinear equivalence, related to this kind of codes. Later, we will move to the context of flag codes and we will bring back the notions of flag distance and projected codes, which will play an important role in subsequent sections.

### 2.1. Constant dimension codes

Given a finite field $\mathbb{F}_{q}$ and integers $1 \leqslant k<n$, the set of all $k$-dimensional vector subspaces of $\mathbb{F}_{q}^{n}$ over $\mathbb{F}_{q}$ is called the Grassmann variety and will be denoted by $\mathcal{G}_{q}(k, n)$. We put $\mathbb{F}_{q}^{k \times n}$ for the set of all $(k \times n)$-matrices with entries in $\mathbb{F}_{q}$ and $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ for the general linear group of degree $n$ over $\mathbb{F}_{q}$, which is the set of all invertible matrices
in $\mathbb{F}_{q}^{n \times n}$. Every subspace $\mathcal{U} \in \mathcal{G}_{q}(k, n)$ is generated by the rows of a full-rank matrix $U \in \mathbb{F}_{q}^{k \times n}$.

The Grassmann variety can be endowed of a metric by considering the subspace distance:

$$
\begin{equation*}
d_{S}(\mathcal{U}, \mathcal{V})=\operatorname{dim}(\mathcal{U}+\mathcal{V})-\operatorname{dim}(\mathcal{U} \cap \mathcal{V})=2(k-\operatorname{dim}(\mathcal{U} \cap \mathcal{V})) \tag{1}
\end{equation*}
$$

for all $\mathcal{U}, \mathcal{V} \in \mathcal{G}_{q}(k, n)$ (see [12]). A nonempty subset $\mathbf{C}$ of $\mathcal{G}_{q}(k, n)$ is called constant dimension code. The minimum distance of $\mathbf{C}$ is

$$
\begin{equation*}
d_{S}(\mathbf{C})=\min \left\{d_{S}(\mathcal{U}, \mathcal{V}) \mid \mathcal{U}, \mathcal{V} \in \mathbf{C}, \mathcal{U} \neq \mathcal{V}\right\} \tag{2}
\end{equation*}
$$

In case that $|\mathbf{C}|=1$, we put $d_{S}(\mathbf{C})=0$. According to (1), the value $d_{S}(\mathbf{C})$ is always an even integer satisfying

$$
0 \leqslant d_{S}(\mathbf{C}) \leqslant \min \{2 k, 2(n-k)\}=\left\{\begin{array}{lll}
2 k & \text { if } 2 k \leqslant n  \tag{3}\\
2(n-k) & \text { if } 2 k \geqslant n
\end{array}\right.
$$

Codes attaining the previous upper bound are called constant dimension codes of maximum distance. The next result states when two $k$-dimensional subspaces of $\mathbb{F}_{q}^{n}$ give the maximum possible distance. The proof is straightforward and we omit it.

Lemma 2.1. Let $\mathcal{U}$ and $\mathcal{V}$ be subspaces of $\mathbb{F}_{q}^{n}$ of dimension $1 \leqslant k<n$. The following statements hold:
(1) If $1 \leqslant k \leqslant \frac{n}{2}$, then $d_{S}(\mathcal{U}, \mathcal{V})=2 k$ if and only if $\mathcal{U} \cap \mathcal{V}=\{0\}$.
(2) If $\frac{n}{2} \leqslant k<n$, then $d_{S}(\mathcal{U}, \mathcal{V})=2(n-k)$ if and only if $\mathcal{U}+\mathcal{V}=\mathbb{F}_{q}^{n}$.

We are interested in the action of two specific groups on $\mathcal{G}_{q}(k, n)$. On the one hand, for any $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\mathcal{U} \in \mathcal{G}_{q}(k, n)$, the following map defines an action of the general linear group on the Grassmann variety (see [17]):

$$
\begin{equation*}
\mathcal{U} \cdot A=\{u A \mid u \in \mathcal{U}\} \in \mathcal{G}_{q}(k, n) . \tag{4}
\end{equation*}
$$

On the other hand, as an extension of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, we consider the set all invertible semilinear maps of $\mathbb{F}_{q}^{n}$, that is, the general semilinear group $\Gamma L_{n}\left(\mathbb{F}_{q}\right)$. This group can be factorized as the semidirect product $\Gamma L_{n}\left(\mathbb{F}_{q}\right)=\operatorname{GL}_{n}\left(\mathbb{F}_{q}\right) \rtimes \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, where $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ is the automorphism group of $\mathbb{F}_{q}$. For any $A, B \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\varphi, \varphi^{\prime} \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, the multiplication in $\Gamma L_{n}\left(\mathbb{F}_{q}\right)$, seen as the previous semidirect product, is:

$$
(A, \varphi)\left(B, \varphi^{\prime}\right)=\left(A \varphi^{-1}(B), \varphi \varphi^{\prime}\right)
$$

where $\varphi^{-1}$ applies to $B$ element-wise. Now, for any $(A, \varphi) \in \Gamma L_{n}\left(\mathbb{F}_{q}\right)$ and $\mathcal{U} \in \mathcal{G}_{q}(k, n)$, the map

$$
\begin{equation*}
\mathcal{U} \cdot(A, \varphi)=\{\varphi(u A) \mid u \in \mathcal{U}\} \in \mathcal{G}_{q}(k, n) \tag{5}
\end{equation*}
$$

defines an action of $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ on $\mathcal{G}_{q}(k, n)$ (see [16]).
Notice that, starting from a given constant dimension code $\mathbf{C} \subseteq \mathcal{G}_{q}(k, n)$, the actions defined in (4) and (5) of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ respectively on the Grassmann variety, allow to obtain new constant dimension codes, namely,

$$
\mathbf{C} \cdot A=\{\mathcal{U} \cdot A \mid \mathcal{U} \in \mathbf{C}\} \quad \text { and } \quad \mathbf{C} \cdot(A, \varphi)=\{\mathcal{U} \cdot(A, \varphi) \mid \mathcal{U} \in \mathbf{C}\}
$$

for any $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\varphi \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$. Clearly, these two new codes have the same cardinality than $\mathbf{C}$. Moreover, the action of both $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ on the Grassmann variety respects the subspace distance defined in (1), (see $[16,17]$ ). This leads to the following definitions of code equivalence, which were extensively studied in [16].

Definition 2.2. We say that two constant dimension codes $\mathbf{C}, \mathbf{C}^{\prime} \subseteq \mathcal{G}_{q}(k, n)$ are linearly equivalent (resp. semilinearly equivalent) if there exists $A \in \operatorname{GL}_{n}\left(\mathbb{F}_{q}\right)(\operatorname{resp} .(A, \varphi) \in$ $\left.\Gamma L_{n}\left(\mathbb{F}_{q}\right)\right)$ such that $\mathbf{C}^{\prime}=\mathbf{C} \cdot A\left(\operatorname{resp} . \mathbf{C}^{\prime}=\mathbf{C} \cdot(A, \varphi)\right)$.

Linearly equivalent codes are, in particular, semilinearly equivalent. Moreover, notice that for any $\lambda \in \mathbb{F}_{q}^{*}$, the scalar matrix $\lambda I_{n}$ fixes any vector subspace in $\mathbb{F}_{q}^{n}$. In particular, we obtain that $\lambda I_{n}$ fixes any constant dimension code $\mathbf{C}$, that is $\mathbf{C} \cdot\left(\lambda I_{n}\right)=\mathbf{C}$. Thus, it can be said that scalar matrices are (linear) automorphisms of any code $\mathbf{C}$. More generally, we have the following definition:

Definition 2.3. ([16, Def. 2.1]) Given a constant dimension code $\mathbf{C}$, its linear automorphism group is defined as $\operatorname{Aut}(\mathbf{C})=\left\{A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \mid \mathbf{C} \cdot A=\mathbf{C}\right\}$ and its semilinear automorphism group is $\operatorname{SAut}(\mathbf{C})=\left\{(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right) \mid \mathbf{C} \cdot(A, \varphi)=\mathbf{C}\right\}$.

Remark 2.4. For any constant dimension code $\mathbf{C}$, one can easily see that $\operatorname{Aut}(\mathbf{C})$ is a subgroup of SAut(C).

### 2.2. Flag codes

Flag codes appear for the first time in [14], where the authors present them as a generalization of constant dimension codes in network coding. In this case, codewords are flags, that is, sequences of nested subspaces of some prescribed dimensions of a vector space $\mathbb{F}_{q}^{n}$. Since then, several papers on this subject have proliferated (see, for instance, $[2-8,10,13,15])$. We recall here the definitions and results that we need for the present paper.

Throughout this work, we will consider positive integers $0<t_{1}<\cdots<t_{r}<n$. A flag of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ is a sequence $\mathcal{F}=\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}\right)$ where

$$
\{0\} \subsetneq \mathcal{F}_{1} \subsetneq \cdots \subsetneq \mathcal{F}_{r} \subsetneq \mathbb{F}_{q}^{n}
$$

and $\mathcal{F}_{i}$ is a vector subspace of $\mathbb{F}_{q}^{n}$ of dimension $t_{i}$, for all $1 \leqslant i \leqslant r$.
The set of flags of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ is known as the flag variety of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and we will denote it by $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$. This flag variety can be endowed with a metric by extending the subspace distance defined in (1). Given two flags $\mathcal{F}=$ $\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}\right)$ and $\mathcal{F}^{\prime}=\left(\mathcal{F}_{1}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}\right)$ in $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$, their flag distance is defined as

$$
\begin{equation*}
d_{f}\left(\mathcal{F}, \mathcal{F}^{\prime}\right)=\sum_{i=1}^{r} d_{S}\left(\mathcal{F}_{i}, \mathcal{F}_{i}^{\prime}\right) \tag{6}
\end{equation*}
$$

A flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ is a nonempty subset

$$
\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right) \subsetneq \mathcal{G}_{q}\left(t_{1}, n\right) \times \ldots \mathcal{G}_{q}\left(t_{r}, n\right)
$$

and its minimum distance is given by

$$
d_{f}(\mathcal{C})=\min \left\{d_{f}\left(\mathcal{F}, \mathcal{F}^{\prime}\right) \mid \mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}, \mathcal{F} \neq \mathcal{F}^{\prime}\right\}
$$

As for constant dimension codes, if $|\mathcal{C}|=1$, we put $d_{f}(\mathcal{C})=0$. As a consequence of (3) together with (6), the minimum distance $d_{f}(\mathcal{C})$ is always a positive even integer satisfying

$$
\begin{equation*}
0 \leqslant d_{f}(\mathcal{C}) \leqslant \sum_{i=1}^{r} \min \left\{2 t_{i}, 2\left(n-t_{i}\right)\right\} \tag{7}
\end{equation*}
$$

If $d_{f}(\mathcal{C})$ attains this upper bound we say that $\mathcal{C}$ is an optimum distance flag code. These codes have been characterized in $[7,15]$ in terms of the next family of constant dimension codes. Given a flag code $\mathcal{C}$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$, for every $1 \leqslant i \leqslant r$, the constant dimension code

$$
\begin{equation*}
\mathcal{C}_{i}=\left\{\mathcal{F}_{i} \mid\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}\right) \in \mathcal{C}\right\} \subseteq \mathcal{G}_{q}\left(t_{i}, n\right) \tag{8}
\end{equation*}
$$

is said to be the $i$-th projected code of $\mathcal{C}$ (see [7]). It is clear that $\left|\mathcal{C}_{i}\right| \leqslant|\mathcal{C}|$. In the special case in which $\left|\mathcal{C}_{i}\right|=|\mathcal{C}|$, for every $1 \leqslant i \leqslant r$, we say the flag code $\mathcal{C}$ is disjoint. A more general notion of projected codes of a flag code and of disjointness can be found in [6].

The following result characterizes optimum distance flag codes in terms of (some of) their projected codes. To this end, we consider two remarkable dimensions $t_{a}$ and $t_{b}$ in the type vector $\left(t_{1}, \ldots, t_{r}\right)$, defined as

$$
\begin{equation*}
t_{a}=\max \left\{t_{i} \mid 2 t_{i} \leqslant n\right\} \text { and } t_{b}=\min \left\{t_{i} \mid 2 t_{i} \geqslant n\right\} . \tag{9}
\end{equation*}
$$

Notice that, if $2 t_{r} \leqslant n$, then $t_{a}=t_{r}$ and $t_{b}$ does not exist. On the other hand, if $2 t_{1} \geqslant n$, then $t_{b}=t_{1}$ and $t_{a}$ does not exist. In the rest of situations, dimensions $t_{a}$ and
$t_{b}$ are well defined and, in general, are different and consecutive dimensions in the type vector, except for those type vectors containing the dimension $\frac{n}{2}$. In such a situation, we have $t_{a}=t_{b}=\frac{n}{2}$.

Theorem 2.5. ([7, Th. 3.11] and [15, Th. 4.8]) Let $\mathcal{C}$ be a flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$. The following statements are equivalent:
(1) $\mathcal{C}$ is an optimum distance flag code.
(2) $\mathcal{C}$ is disjoint and $\mathcal{C}_{i}$ has maximum distance for every $1 \leqslant i \leqslant r$.
(3) $|\mathcal{C}|=\left|\mathcal{C}_{i}\right|$ and $\mathcal{C}_{i}$ has maximum distance for $i \in\{a, b\}$ defined in (9).

## 3. Flag codes generated by sets of constant dimension codes

In this section, we study under which conditions a family of constant dimension codes produces flag codes. In that situation, we realize that different flag codes can come from the same family of constant dimension codes. Then we give a method to obtain the largest flag code generated by a family of constant dimension codes and we determine in which cases such a family gives exactly one flag code. These notions will be crucial in Section 4 to properly connect the (semi)linear equivalence of flag codes with the (semi)linear equivalence of their projected codes.

Definition 3.1. A Cartesian product of constant dimension codes $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq$ $\mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$, is said to be a generating set of flag codes of type $\left(t_{1}, \ldots, t_{r}\right)$ if there exists a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ such that $\mathcal{C}_{i}=\mathbf{C}_{i}$ for all $1 \leqslant i \leqslant r$. In this case, we say that the flag code $\mathcal{C}$ is generated by the set $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$.

Notice that not every Cartesian product of constant dimension codes $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq$ $\mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$ allows the generation of flag codes, as we can see in the next example.

Example 3.2. Consider the standard $\mathbb{F}_{q}$-basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ of $\mathbb{F}_{q}^{3}$ and the Cartesian product $\mathbf{C}_{1} \times \mathbf{C}_{2} \subseteq \mathcal{G}_{q}(1,3) \times \mathcal{G}_{q}(2,3)$ with

$$
\mathbf{C}_{1}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{1}+e_{3}\right\rangle\right\} \text { and } \mathbf{C}_{2}=\left\{\left\langle e_{1}+e_{2}, e_{3}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right\}
$$

It is easy to see that no flag $\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)$ of type $(1,2)$ on $\mathbb{F}_{q}^{3}$ can be formed with $\mathcal{F}_{1} \in \mathbf{C}_{1}$ and $\mathcal{F}_{2} \in \mathbf{C}_{2}$.

The above example illustrates that the following condition is necessary for a set of constant dimension codes to generate flag codes.

Remark 3.3. Let $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq \mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$ be a generating set of flag codes. Then

$$
\left(\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right) \neq \emptyset .
$$

Nevertheless, this condition is not sufficient for a Cartesian product of constant dimension codes to be a generating set of flag codes, as the next example reflects.

Example 3.4. Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{3}$ and consider the Cartesian product $\mathbf{C}_{1} \times \mathbf{C}_{2} \subseteq \mathcal{G}_{q}(1,3) \times \mathcal{G}_{q}(2,3)$ with

$$
\mathbf{C}_{1}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{2}\right\rangle\right\} \text { and } \mathbf{C}_{2}=\left\{\left\langle e_{2}, e_{1}+e_{3}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right\}
$$

Then

$$
\left(\mathbf{C}_{1} \times \mathbf{C}_{2}\right) \cap \mathcal{F}_{q}((1,2), 3)=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}
$$

where $\mathcal{F}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{1}+e_{3}\right\rangle\right)$ and $\mathcal{F}^{\prime}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right)$. However, there is no flag code $\mathcal{C} \subseteq \mathcal{F}_{q}((1,2), 3)$ with $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ as its projected codes, since $\left\langle e_{1}\right\rangle \in \mathbf{C}_{1}$ is not included in any subspace in $\mathbf{C}_{2}$. Thus, $\mathbf{C}_{1} \times \mathbf{C}_{2}$ is not a generating set of flag codes.

The following result characterizes those Cartesian products of constant dimension codes that are generating sets of flag codes.

Theorem 3.5. Let $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq \mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$ be a Cartesian product of constant dimension codes. The following sentences are equivalent:
(i) $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$ is a generating set of flag codes on $\mathbb{F}_{q}^{n}$ of type $\left(t_{1}, \ldots, t_{r}\right)$.
(ii) The set of flags $\mathcal{C}=\left(\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ is nonempty and it satisfies $\mathcal{C}_{i}=\mathbf{C}_{i}$ for all $1 \leqslant i \leqslant r$.
(iii) For each $i \in\{1, \ldots, r\}$ and each subspace $\mathcal{U}_{i} \in \mathbf{C}_{i}$, there exist subspaces $\mathcal{U}_{i-1} \in$ $\mathbf{C}_{i-1}$ and $\mathcal{U}_{i+1} \in \mathbf{C}_{i+1}$ such that $\mathcal{U}_{i-1} \subsetneq \mathcal{U}_{i} \subsetneq \mathcal{U}_{i+1}$, (considering $\mathbf{C}_{0}=\{\{0\}\}$ and $\left.\mathbf{C}_{r+1}=\left\{\mathbb{F}_{q}^{n}\right\}\right)$.
(iv) For each $i \in\{1, \ldots, r\}$ and each subspace $\mathcal{U}_{i} \in \mathbf{C}_{i}$, there exists a flag $\mathcal{F} \in$ $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ such that $\mathcal{F}_{i}=\mathcal{U}_{i}$ and $\mathcal{F}_{j} \in \mathbf{C}_{j}$, for all $1 \leqslant j \leqslant r$.

## Proof.

$(i) \Longrightarrow($ ii $)$ By definition of generating set of flag codes, there exists a flag code $\emptyset \neq \mathcal{C}^{\prime} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ such that $\mathcal{C}_{i}^{\prime}=\mathbf{C}_{i}$, for every $1 \leqslant i \leqslant r$. Notice that

$$
\emptyset \neq \mathcal{C}^{\prime} \subseteq \mathcal{C}=\left(\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)
$$

Then, for every $1 \leqslant i \leqslant r$, we have $\mathbf{C}_{i}=\mathcal{C}_{i}^{\prime} \subseteq \mathcal{C}_{i} \subseteq \mathbf{C}_{i}$, i.e., $\mathcal{C}_{i}=\mathbf{C}_{i}$.
$(i i) \Longrightarrow(i i i)$ Now, given $1 \leqslant i \leqslant r$, since $\mathbf{C}_{i}=\mathcal{C}_{i}$, for any subspace $\mathcal{U}_{i} \in \mathbf{C}_{i}$, we can consider a flag $\mathcal{F} \in \mathcal{C}$ such that $\mathcal{F}_{i}=\mathcal{U}_{i}$. Then, putting $\mathcal{F}_{0}=\{0\}$ and $\mathcal{F}_{r+1}=\mathbb{F}_{q}^{n}$,
we always have subspaces $\mathcal{F}_{i-1} \in \mathcal{C}_{i-1}=\mathbf{C}_{i-1}$ and $\mathcal{F}_{i+1} \in \mathcal{C}_{i+1}=\mathbf{C}_{i+1}$ satisfying $\mathcal{F}_{i-1} \subsetneq \mathcal{F}_{i}=\mathcal{U}_{i} \subsetneq \mathcal{F}_{i+1}$.
$(i i i) \Longrightarrow(i v)$ Assume that condition (iii) holds and consider $1 \leqslant i \leqslant r$ and a subspace $\mathcal{U}_{i} \in \mathbf{C}_{i}$. By (iii), we can find subspaces $\mathcal{U}_{i-1} \in \mathbf{C}_{i-1}$ and $\mathcal{U}_{i+1} \in \mathbf{C}_{i+1}$ such that $\mathcal{U}_{i-1} \subsetneq \mathcal{U}_{i} \subsetneq \mathcal{U}_{i+1}$. We apply the same argument to subspaces $\mathcal{U}_{i-1}$ and $\mathcal{U}_{i+1}$ in order to find subspaces $\mathcal{U}_{i-2} \in \mathbf{C}_{i-2}$ and $\mathcal{U}_{i+2} \in \mathbf{C}_{i+2}$ such that $\mathcal{U}_{i-2} \subsetneq \mathcal{U}_{i-1}$ and $\mathcal{U}_{i+1} \subsetneq$ $\mathcal{U}_{i+2}$. This iterative process leads to a sequence of nested subspaces $\mathcal{U}_{1} \subsetneq \cdots \subsetneq \mathcal{U}_{i} \subsetneq$ $\ldots \subsetneq \mathcal{U}_{r}$ with $\mathcal{U}_{j} \in \mathbf{C}_{j}$, for every $1 \leqslant j \leqslant r$. Then (ii) follows by taking the flag $\mathcal{F}=\left(\mathcal{U}_{1}, \ldots, \mathcal{U}_{i}, \ldots, \mathcal{U}_{r}\right)$.
$(i v) \Longrightarrow(i)$ For each $i \in\{1, \ldots, r\}$ and each subspace $\mathcal{U}_{i} \in \mathbf{C}_{i}$, there exist a flag $\mathcal{F}^{\left(\mathcal{U}_{i}\right)} \in \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ such that $\mathcal{F}_{i}^{\left(\mathcal{U}_{i}\right)}=\mathcal{U}_{i}$ and $\mathcal{F}_{j}^{\left(\mathcal{U}_{i}\right)} \in \mathbf{C}_{j}$, for all $1 \leqslant j \leqslant r$. Therefore the flag code $\mathcal{C}^{(i)}=\left\{\mathcal{F}^{\left(\mathcal{U}_{i}\right)} \mid \mathcal{U}_{i} \in \mathbf{C}_{i}\right\}$ satisfy that $\mathcal{C}_{i}^{(i)}=\mathbf{C}_{i}$ and $\mathcal{C}_{j}^{(i)} \subseteq \mathbf{C}_{j}$, for all $1 \leqslant j \leqslant r$. Now, consider the flag code $\mathcal{C}=\bigcup_{i=1}^{r} \mathcal{C}^{(i)}$. Clearly $\mathcal{C}_{i}=\mathbf{C}_{i}$ for all $1 \leqslant i \leqslant r$ and then $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$ is a generating set of flag codes on $\mathbb{F}_{q}^{n}$ of type $\left(t_{1}, \ldots, t_{r}\right)$.

Example 3.6. Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{3}$ and consider the Cartesian product of constant dimension codes $\mathbf{C}_{1} \times \mathbf{C}_{2}$ with

$$
\mathbf{C}_{1}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{2}\right\rangle\right\} \subset \mathcal{G}_{q}(1,3) \quad \text { and } \quad \mathbf{C}_{2}=\left\{\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right\} \subset \mathcal{G}_{q}(2,3)
$$

Then $\mathcal{C}=\left(\mathbf{C}_{1} \times \mathbf{C}_{2}\right) \cap \mathcal{F}_{q}((1,2), 3)=\left\{\mathcal{F}, \mathcal{F}^{\prime}, \mathcal{F}^{\prime \prime}\right\}$, where

$$
\mathcal{F}=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), \quad \mathcal{F}^{\prime}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right), \quad \text { and } \quad \mathcal{F}^{\prime \prime}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right) .
$$

Since $\mathcal{C}_{i}=\mathbf{C}_{i}$, for $i=1,2$, it follows that $\mathbf{C}_{1} \times \mathbf{C}_{2}$ is a generating set of flag codes. In addition, we note that the flag code $\mathcal{C}^{\prime}=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}$ is also generated by $\mathbf{C}_{1} \times \mathbf{C}_{2}$.

Remark 3.7. Clearly, every flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ is generated by the Cartesian product $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$ of its projected codes. However, this set of constant dimension codes can generate several different flag codes, as the previous example shows. Trying to avoid this situation, we focus on those flag codes such that the Cartesian product of their projected codes produces a unique flag code.

Definition 3.8. We say that a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ is determined by its projected codes if it is the only flag code generated by the Cartesian product of its projected codes $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$.

In the following, we characterize flag codes determined by their projected codes. This problem is equivalent to characterize generating sets of constant dimension codes that just generate one flag code.

As a first step, now we give the definition of a prominent flag code among all those generated by the same generating set of flag codes.

Definition 3.9. A flag code $\mathcal{C}$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ is said to be subspace-inclusionclosed (SIC, for short) if for every $1<i \leqslant r$ and every pair of flags $\mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}$ such that $\mathcal{F}_{i-1} \subset \mathcal{F}_{i}^{\prime}$ the flag

$$
\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{i-1}, \mathcal{F}_{i}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}\right)
$$

lies in $\mathcal{C}$.

Example 3.10. Consider the flag codes $\mathcal{C}$ and $\mathcal{C}^{\prime}$ in Example 3.6. The flag code $\mathcal{C}^{\prime}$ is not SIC, since $\mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}^{\prime}$ satisfy $\mathcal{F}_{1}^{\prime}=\left\langle e_{2}\right\rangle \subsetneq \mathcal{F}_{2}=\left\langle e_{1}, e_{2}\right\rangle$ but the flag $\mathcal{F}^{\prime \prime}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right) \notin$ $\mathcal{C}^{\prime}$. On the other hand, $\mathcal{C}$ is a SIC flag code.

Next we show that every generating set of flag codes produces a unique SIC flag code. We give its explicit expression and prove that any other flag code generated by the same generating set is contained in this SIC flag code.

Theorem 3.11. Let $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq \mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$ be a generating set of flag codes and consider the flag code

$$
\mathcal{C}=\left(\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right) \neq \emptyset
$$

The following statements hold:
(i) $\mathcal{C}$ is a SIC flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$.
(ii) If $\mathcal{C}^{\prime}$ is another flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$, then $\mathcal{C}^{\prime} \subseteq \mathcal{C}$. Moreover, the equality holds if and only if $\mathcal{C}^{\prime}$ is SIC.

In particular, the flag code $\mathcal{C}$ is the unique SIC flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$.
Proof. (i) By means of Theorem 3.5, we have $\mathcal{C} \neq \emptyset$ and $\mathcal{C}_{i}=\mathbf{C}_{i}$, for every $1 \leqslant i \leqslant r$, i.e., $\mathcal{C}$ is a flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$. Now consider an index $1<i \leqslant r$ and suppose that there exist different flags $\mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}$ such that $\mathcal{F}_{i-1} \subsetneq \mathcal{F}_{i}^{\prime}$. Then the sequence $\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{i-1}, \mathcal{F}_{i}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}\right)$ forms a flag (is an element in $\left.\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)\right)$ and, of course, is an element in the Cartesian product $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$. Consequently, it is a flag in $\mathcal{C}$ and then $\mathcal{C}$ is SIC.
(ii) If $\mathcal{C}^{\prime}$ is another flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$, then we trivially obtain that $\mathcal{C}^{\prime} \subseteq \mathcal{C}$ because of the definition of $\mathcal{C}$. Moreover, if $\mathcal{C}^{\prime}=\mathcal{C}$, then they both are SIC flag codes. For the converse, assume that $\mathcal{C}^{\prime}$ is a SIC flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$. Let us see that the other inclusion $\mathcal{C} \subseteq \mathcal{C}^{\prime}$ holds too. Given a flag $\mathcal{F}=\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}\right) \in \mathcal{C}$, we show that, for every $1 \leqslant i \leqslant r$, we can find a flag in $\mathcal{C}^{\prime}$ having $\mathcal{F}_{1}, \ldots, \mathcal{F}_{i}$ as its subspaces. We argue by induction on $i$. For $i=1$, clearly, $\mathcal{C}^{\prime}$ contains flags with $\mathcal{F}_{1}$ as their first subspace since $\mathcal{F}_{1} \in \mathcal{C}_{1}=\mathbf{C}_{1}=\mathcal{C}_{1}^{\prime}$. Now, take $1<i \leqslant r$ and assume that there exists a flag $\mathcal{F}^{\prime} \in \mathcal{C}^{\prime}$ with $\mathcal{F}_{j}^{\prime}=\mathcal{F}_{j}$ for $1 \leqslant j \leqslant i-1$. We will prove that the result also holds for
$i$. Since $\mathcal{F}_{i} \in \mathcal{C}_{i}=\mathbf{C}_{i}=\mathcal{C}_{i}^{\prime}$, we can find a flag $\mathcal{F}^{\prime \prime} \in \mathcal{C}^{\prime}$ with $\mathcal{F}_{i}^{\prime \prime}=\mathcal{F}_{i}$. Thus, the flags $\mathcal{F}^{\prime}, \mathcal{F}^{\prime \prime} \in \mathcal{C}^{\prime}$ satisfy $\mathcal{F}_{i-1}^{\prime}=\mathcal{F}_{i-1} \subsetneq \mathcal{F}_{i}=\mathcal{F}_{i}^{\prime \prime}$. Then, since $\mathcal{C}^{\prime}$ is SIC, we conclude that the flag

$$
\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{i-1}, \mathcal{F}_{i}, \mathcal{F}_{i+1}^{\prime \prime}, \ldots, \mathcal{F}_{r}^{\prime \prime}\right) \in \mathcal{C}^{\prime}
$$

In particular, the case $i=r$ proves that $\mathcal{F} \in \mathcal{C}^{\prime}$. As a consequence, we have $\mathcal{C}=\mathcal{C}^{\prime}$ and then the uniqueness of the SIC flag code $\mathcal{C}$.

This result, in particular, leads to the next characterization for SIC flag codes.

Corollary 3.12. Let $\mathcal{C}$ be a flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and consider its projected codes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{r}$. The following statements are equivalent:
(i) $\mathcal{C}$ is a SIC flag code,
(ii) $\left(\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)=\mathcal{C}$,
(iii) $\left(\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right) \subseteq \mathcal{C}$.

Now, we introduce the second tool we need in order to characterize the flag codes that are determined by their projected codes.

Definition 3.13. Given a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ and a flag $\mathcal{F} \in \mathcal{C}$, for every $1 \leqslant i \leqslant r$, we define the multiplicity of the subspace $\mathcal{F}_{i}$ with respect to $\mathcal{C}$, denoted by $m_{\mathcal{C}}\left(\mathcal{F}_{i}\right)$, as the number of times that this subspace appears as the $i$-th subspace of different flags of $\mathcal{C}$.

Example 3.14. Consider the flag code $\mathcal{C}$ of type $(1,2)$ on $\mathbb{F}_{q}^{3}$ given in Example 3.6. We have that $m_{\mathcal{C}}\left(\mathcal{F}_{1}^{\prime}\right)=m_{\mathcal{C}}\left(\mathcal{F}_{1}^{\prime \prime}\right)=m_{\mathcal{C}}\left(\mathcal{F}_{2}\right)=m_{\mathcal{C}}\left(\mathcal{F}_{2}^{\prime \prime}\right)=2$, whereas $m_{\mathcal{C}}\left(\mathcal{F}_{1}\right)=m_{\mathcal{C}}\left(\mathcal{F}_{2}^{\prime}\right)=1$.

We are now in conditions to characterize sets of constant dimension codes $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$ producing a single flag code. Recall that, by means of Theorem 3.11, a generating set of flag codes always provides a SIC flag code $\mathcal{C}$, which contains all the flag codes generated by the same family of constant dimension codes. Hence, we just need to ensure that the unique SIC flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$ does not admit any subcode generated by the same set of constant dimension codes.

Theorem 3.15. Let $\mathcal{C}$ be the SIC flag code generated by the sequence of constant dimension codes $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r} \subseteq \mathcal{G}_{q}\left(t_{1}, n\right) \times \cdots \times \mathcal{G}_{q}\left(t_{r}, n\right)$. The following statements are equivalent:
(i) $\mathcal{C}$ is the only flag code generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$.
(ii) For each $\mathcal{F} \in \mathcal{C}$, there exists $i \in\{1, \ldots, r\}$ such that $m_{\mathcal{C}}\left(\mathcal{F}_{i}\right)=1$.

## Proof.

$(i) \Longrightarrow($ ii $)$ Assume that there is some flag $\mathcal{F} \in \mathcal{C}$ such that $m_{\mathcal{C}}\left(\mathcal{F}_{i}\right)>1$ for every $1 \leqslant i \leqslant r$. Then the code $\mathcal{C} \backslash\{\mathcal{F}\}$ is different from $\mathcal{C}$ and it is also generated by $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$.
$(i i) \Longrightarrow(i)$ Suppose now that there is another flag code $\mathcal{C}^{\prime} \neq \mathcal{C}$ generated by the set of constant dimension codes $\mathbf{C}_{1} \times \cdots \times \mathbf{C}_{r}$. By means of Theorem 3.11, it follows that $\mathcal{C}^{\prime} \subseteq \mathcal{C}$. Since the codes are different, we can find $\mathcal{F} \in \mathcal{C}$ such that $\mathcal{C}^{\prime} \subseteq \mathcal{C} \backslash\{\mathcal{F}\} \subseteq \mathcal{C}$. In this case, we have

$$
\mathcal{C}_{i}=\mathbf{C}_{i}=\mathcal{C}_{i}^{\prime} \subseteq(\mathcal{C} \backslash\{\mathcal{F}\})_{i} \subseteq \mathcal{C}_{i}
$$

that is, $\mathcal{C}_{i}=\mathbf{C}_{i}=(\mathcal{C} \backslash\{\mathcal{F}\})_{i}$, for every $1 \leqslant i \leqslant r$. This means that every subspace $\mathcal{F}_{i}$ in the flag $\mathcal{F}$ still appears in others flags in $\mathcal{C} \backslash\{\mathcal{F}\}$. In terms of multiplicities, this means that $m_{\mathcal{C}}\left(\mathcal{F}_{i}\right) \geqslant 2$, for every $1 \leqslant i \leqslant r$, which is a contradiction.

Corollary 3.16. A flag code $\mathcal{C}$ is determined by its projected codes if and only if it is a SIC flag code and each flag of $\mathcal{C}$ has a subspace with multiplicity 1 with respect to $\mathcal{C}$.

Proof. If $\mathcal{C}$ is determined by its projected codes, then it is the only flag code generated by the Cartesian product $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$. Thus, by Theorem 3.11, $\mathcal{C}$ is the SIC flag code $\mathcal{C}=\left(\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$. Now, Theorem 3.15 ensures that each flag of $\mathcal{C}$ has a subspace with multiplicity 1 with respect to $\mathcal{C}$. The converse follows directly from Theorem 3.15.

Example 3.17. The flag code $\mathcal{C}$ in Example 3.6 is SIC but $m_{\mathcal{C}}\left(\mathcal{F}_{1}^{\prime \prime}\right)=m_{\mathcal{C}}\left(\mathcal{F}_{2}^{\prime \prime}\right)=2$. Consequently, $\mathcal{C}$ is not determined by their projected codes. In fact, this sequence of constant dimension codes also generates the flag code $\mathcal{C}^{\prime}=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}$. In contrast, the flag code $\mathcal{C}^{\prime \prime} \subseteq \mathcal{F}_{q}((1,2), 5)$ consisting of flags

$$
\begin{aligned}
\mathcal{F}^{1} & =\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), \\
\mathcal{F}^{2} & =\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), \\
\mathcal{F}^{3} & =\left(\left\langle e_{3}\right\rangle,\left\langle e_{3}, e_{4}\right\rangle\right), \\
\mathcal{F}^{4} & =\left(\left\langle e_{3}\right\rangle,\left\langle e_{3}, e_{5}\right\rangle\right),
\end{aligned}
$$

is determined by its projected codes. In other words, it is the only flag code that can be generated by the Cartesian product $\mathcal{C}_{1}^{\prime \prime} \times \mathcal{C}_{2}^{\prime \prime}$.

## 4. Equivalence for flag codes in terms of their projected codes

In this section, we generalize the notion of (semi)linear equivalence given in Section 2.1 for constant dimension codes (see Definition 2.2) to the flag codes scenario. We focus on the relationship between the (semi)linear equivalence of flag codes and the one of their corresponding projected codes. In particular, we give sufficient conditions for flag codes
to be (semi)linearly equivalent if and only if their projected codes are (semi)linearly equivalent. As a consequence of these questions, we finish the section with the computation of the linear and semilinear automorphism groups of SIC flag codes in terms of the ones of their projected codes.

We start considering the actions of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\Gamma L_{n}\left(\mathbb{F}_{q}\right)=\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \rtimes \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ on $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$, induced by their actions on the corresponding Grassmann varieties (see (4) and (5)). More precisely, given a flag $\mathcal{F}=\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}\right)$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and elements $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\varphi \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, the operations

$$
\mathcal{F} \cdot A=\left(\mathcal{F}_{1} \cdot A, \ldots, \mathcal{F}_{r} \cdot A\right) \text { and } \mathcal{F} \cdot(A, \varphi)=\left(\mathcal{F}_{1} \cdot(A, \varphi), \ldots, \mathcal{F}_{r} \cdot(A, \varphi)\right)
$$

define respective actions of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ on flags on $\mathbb{F}_{q}^{n}$ of type $\left(t_{1}, \ldots, t_{r}\right)$.
As a result, given a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$, for each $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and $\varphi \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, the sets

$$
\mathcal{C} \cdot A=\{\mathcal{F} \cdot A \mid \mathcal{F} \in \mathcal{C}\} \quad \text { and } \quad \mathcal{C} \cdot(A, \varphi)=\{\mathcal{F} \cdot(A, \varphi) \mid \mathcal{F} \in \mathcal{C}\}
$$

are flag codes in $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$.
As for constant dimension codes, these actions preserve cardinality. Moreover, the flag distance is also preserved, since it is defined as a sum of subspace distances. For this reason, they lead us to consider the following definitions of equivalence for flag codes.

Definition 4.1. Two flag codes $\mathcal{C}$ and $\mathcal{C}^{\prime}$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ are said to be linearly equivalent (resp. semilinearly equivalent) if there exists an element $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ (resp. $\left.(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)\right)$ such that $\mathcal{C}^{\prime}=\mathcal{C} \cdot A\left(\right.$ resp. $\left.\mathcal{C}^{\prime}=\mathcal{C} \cdot(A, \varphi)\right)$.

The orbit of $\mathcal{C}$ under the action of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ on the flag variety is the set

$$
\mathcal{C} \cdot \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)=\left\{\mathcal{C} \cdot A \mid A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)\right\}
$$

containing all the flag codes that are linearly equivalent to $\mathcal{C}$. Similarly, the set

$$
\mathcal{C} \cdot \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)=\left\{\mathcal{C} \cdot(A, \varphi) \mid(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)\right\}
$$

is the equivalence class of $\mathcal{C}$ under the semilinearly equivalence relation. Finally, just as for constant dimension codes (see Definition 2.3), we consider the corresponding stabilizers of these actions. Given a flag code $\mathcal{C}$, the linear automorphism group of $\mathcal{C}$, is the set

$$
\operatorname{Aut}(\mathcal{C})=\left\{A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \mid \mathcal{C} \cdot A=\mathcal{C}\right\}
$$

and its semilinear automorphism group is defined as

$$
\operatorname{SAut}(\mathcal{C})=\left\{(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right) \mid \mathcal{C} \cdot(A, \varphi)=\mathcal{C}\right\}
$$

Remark 4.2. Notice that if $\mathcal{C}, \mathcal{C}^{\prime}$ are linearly (resp. semilinearly) equivalent flag codes, then $\mathcal{C}^{\prime}=\mathcal{C} \cdot A$, for some $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)\left(\right.$ resp. $\mathcal{C}^{\prime}=\mathcal{C} \cdot(A, \varphi)$, for some $\left.(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)\right)$. Consequently, the corresponding projected codes satisfy that

$$
\begin{equation*}
\mathcal{C}_{i}^{\prime}=(\mathcal{C} \cdot A)_{i}=\mathcal{C}_{i} \cdot A \tag{10}
\end{equation*}
$$

$\left(\right.$ resp. $\left.\mathcal{C}_{i}^{\prime}=(\mathcal{C} \cdot(A, \varphi))_{i}=\mathcal{C}_{i} \cdot(A, \varphi)\right)$, for all $1 \leqslant i \leqslant r$. In other words, the projected codes of (semi)linearly equivalent flag codes are (semi)linearly equivalent constant dimension codes. Moreover, all of them are related by the same group element in $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ (resp. $\left.\Gamma L_{n}\left(\mathbb{F}_{q}\right)\right)$. The converse of this fact is not true in general, as we can see in the following example.

Example 4.3. Consider the standard $\mathbb{F}_{q}$-basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ of $\mathbb{F}_{q}^{3}$ and the following flags

$$
\begin{array}{ll}
\mathcal{F}^{1}=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), & \mathcal{F}^{2}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right), \\
\mathcal{F}^{3}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), & \mathcal{F}^{4}=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{3}\right\rangle\right)
\end{array}
$$

of type $(1,2)$ on $\mathbb{F}_{q}^{3}$. Now we form two different flag codes $\mathcal{C}=\left\{\mathcal{F}^{1}, \mathcal{F}^{2}, \mathcal{F}^{3}\right\}$ and $\mathcal{C}^{\prime}=$ $\left\{\mathcal{F}^{3}, \mathcal{F}^{4}\right\}$. With this notation, we have projected codes

$$
\left.\left.\mathcal{C}_{1}=\mathcal{C}_{1}^{\prime}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{2}\right\rangle\right\}, \quad \mathcal{C}_{2}=\left\{\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right)\right\}, \quad \mathcal{C}_{2}^{\prime}=\left\{\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{1}, e_{3}\right\rangle\right)\right\}
$$

If we put

$$
A=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) \in \operatorname{GL}_{3}\left(\mathbb{F}_{q}\right)
$$

then it is clear that $\mathcal{C}_{1}=\mathcal{C}_{1}^{\prime} \cdot A$ and $\mathcal{C}_{2}=\mathcal{C}_{2}^{\prime} \cdot A$. However, $\mathcal{C}$ and $\mathcal{C}^{\prime}$ cannot be (semi)linearly equivalent since $|\mathcal{C}| \neq\left|\mathcal{C}^{\prime}\right|$.

The following question naturally arises: for what family of flag codes does the converse of the property explained in Remark 4.2 hold true? That is, we are interested in those flag codes such that the equivalence (both linear or semilinear) of the corresponding projected codes (with the same element of $\mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ or $\left.\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)\right)$ ensures the equivalence (linear or semilinear) between the initial flag codes. In light of the previous example, it is not enough to think of SIC flag codes: the code $\mathcal{C}$ in Example 4.3 is SIC but we can find non-equivalent flag codes to $\mathcal{C}$ (as $\mathcal{C}^{\prime}$ in the same example) having equivalent projected codes. Fortunately, we will see that the flag codes determined by their projected codes fulfill the desired property. To this end, we now show that both properties of being SIC and being determined by its projected codes are invariant under (semi)linear equivalence.

Theorem 4.4. Let $\mathcal{C}$ be a flag code of $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$.
(i) The flag code $\mathcal{C}$ is SIC if and only if every (semi)linearly equivalent flag code to $\mathcal{C}$ is also SIC.
(ii) $\mathcal{C}$ is determined by its projected codes if and only if every (semi)linearly equivalent flag code to $\mathcal{C}$ is also determined by its projected codes.

Proof. (i) According to Corollary 3.12, the flag code $\mathcal{C}$ is SIC if and only if

$$
\begin{equation*}
\left(\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)=\mathcal{C} \tag{11}
\end{equation*}
$$

Now, for every element $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, the equality (11) holds if and only if

$$
\left(\mathcal{C}_{1} \cdot A \times \cdots \times \mathcal{C}_{r} \cdot A\right) \cap \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)=\mathcal{C} \cdot A
$$

Thus, $\mathcal{C}$ is SIC if and only if the flag code $\mathcal{C} \cdot A$ is SIC too. We can argue analogously for semilinear equivalence.
(ii) Notice that, for every $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, the flag code $\mathcal{C} \cdot A$ is generated by the Cartesian product of constant dimension codes $\mathcal{C}_{1} \cdot A \times \cdots \times \mathcal{C}_{r} \cdot A$ by (10). Moreover, for each $\mathcal{F} \in \mathcal{C}$, one has that

$$
m_{\mathcal{C} \cdot A}\left((\mathcal{F} \cdot A)_{i}\right)=m_{\mathcal{C} \cdot A}\left(\mathcal{F}_{i} \cdot A\right)=m_{\mathcal{C}}\left(\mathcal{F}_{i}\right)
$$

for all $1 \leqslant i \leqslant r$. Consequently, by statement $(i)$ and Corollary 3.16 , we obtain that $\mathcal{C} \cdot A$ is determined by its projected codes if and only if $\mathcal{C}$ satisfies the same condition. The proof for semilinearly equivalence runs analogously.

Now, as a direct consequence of this theorem, we obtain the converse part of Remark 4.2.

Corollary 4.5. Let $\mathcal{C}$ be a flag code in $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ determined by its projected codes and assume that there exist $\mathcal{C}^{\prime} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ and $A \in \operatorname{GL}_{n}\left(\mathbb{F}_{q}\right) \quad$ (resp. $(A, \varphi) \in$ $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ ) such that $\mathcal{C}_{i}^{\prime}=\mathcal{C}_{i} \cdot A\left(\right.$ resp. $\left.\mathcal{C}_{i}^{\prime}=\mathcal{C}_{i} \cdot(A, \varphi)\right)$, for all $1 \leqslant i \leqslant r$. Then $\mathcal{C}^{\prime}=\mathcal{C} \cdot A$ (resp. $\mathcal{C}^{\prime}=\mathcal{C} \cdot(A, \varphi)$ ).

Proof. Given $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, by Theorem 4.4 (part (ii)), the flag code $\mathcal{C} \cdot A$ is determined by its projected codes. Since $(\mathcal{C} \cdot A)_{i}=\mathcal{C}_{i} \cdot A=\mathcal{C}_{i}^{\prime}$, both flag codes $\mathcal{C} \cdot A$ and $\mathcal{C}^{\prime}$ are generated by the Cartesian product of constant dimension codes $\mathcal{C}_{1} \cdot A \times \cdots \times \mathcal{C}_{r} \cdot A$ and then necessarily $\mathcal{C} \cdot A=\mathcal{C}^{\prime}$. The proof for a $(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ is analogous.

Remark 4.6. Notice that the condition of being determined by the projected codes in the previous corollary is needed in the following sense. If a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$ is not determined by its projected codes, then there exists, at least, another flag code $\overline{\mathcal{C}}$ also generated by the set $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$. Moreover, we can always find $\overline{\mathcal{C}}$ having size $|\overline{\mathcal{C}}| \neq|\mathcal{C}|$, it suffices to take into account the following possibilities:

- If $\mathcal{C}$ is the SIC flag code generated by $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$, just take another flag code $\overline{\mathcal{C}}$ generated by $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$, which is a proper subset of $\mathcal{C}$.
- Otherwise, just consider $\overline{\mathcal{C}}$ as the SIC flag code generated by $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$, which satisfies $\mathcal{C} \subsetneq \overline{\mathcal{C}}$.

In any case, there exists a flag code $\overline{\mathcal{C}}$ with projected codes $\overline{\mathcal{C}}_{i}=\mathcal{C}_{i}$ for all $1 \leqslant i \leqslant r$ and satisfying $|\overline{\mathcal{C}}| \neq|\mathcal{C}|$. After this remark, it is clear that, for every $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, the code $\mathcal{C}^{\prime}=\overline{\mathcal{C}} \cdot A$ satisfies $\mathcal{C}_{i}^{\prime}=\overline{\mathcal{C}}_{i} \cdot A=\mathcal{C}_{i} \cdot A$ for every $1 \leqslant i \leqslant r$. However, $\mathcal{C}$ and $\mathcal{C}^{\prime}$ cannot be linearly equivalent, since $\left|\mathcal{C}^{\prime}\right|=|\overline{\mathcal{C}}| \neq|\mathcal{C}|$. The same argument holds for semilinearly equivalence.

To conclude our study on the relationship between (semi)linearly equivalent flag codes and their corresponding projected codes, we focus now on the (semi)linear automorphism group of a flag code in terms of those of its projected codes. Clearly, given a flag code $\mathcal{C} \subseteq \mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$, one always has the inclusions

$$
\begin{equation*}
\operatorname{Aut}(\mathcal{C}) \subseteq \bigcap_{i=1}^{r} \operatorname{Aut}\left(\mathcal{C}_{i}\right) \quad \text { and } \quad \operatorname{SAut}(\mathcal{C}) \subseteq \bigcap_{i=1}^{r} \operatorname{SAut}\left(\mathcal{C}_{i}\right) \tag{12}
\end{equation*}
$$

However, these inclusions can be strict, as we can see in the next example.
Example 4.7. Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{3}$ and consider the following flags

$$
\mathcal{F}^{1}=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), \quad \mathcal{F}^{2}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right) \quad \text { and } \quad \mathcal{F}^{3}=\left(\left\langle e_{3}\right\rangle,\left\langle e_{1}, e_{3}\right\rangle\right),
$$

of type $(1,2)$ on $\mathbb{F}_{q}^{3}$. The flag code $\mathcal{C}=\left\{\mathcal{F}^{1}, \mathcal{F}^{2}, \mathcal{F}^{3}\right\}$ has projected codes

$$
\left.\mathcal{C}_{1}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{2}\right\rangle,\left\langle e_{3}\right\rangle\right\} \quad \text { and } \mathcal{C}_{2}=\left\{\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right),\left\langle e_{1}, e_{3}\right\rangle\right\} .
$$

Moreover, the matrix

$$
A=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) \in \mathrm{GL}_{3}\left(\mathbb{F}_{q}\right)
$$

satisfies $\mathcal{C}_{i}=\mathcal{C}_{i} \cdot A$ for $i=1,2$, that is, $A \in \operatorname{Aut}\left(\mathcal{C}_{1}\right) \cap \operatorname{Aut}\left(\mathcal{C}_{2}\right)$. However, $A \notin \operatorname{Aut}(\mathcal{C})$, since $\mathcal{F}^{2} \cdot A=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{3}\right\rangle\right) \notin \mathcal{C}$ and $\mathcal{F}^{3} \cdot A=\left(\left\langle e_{3}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right) \notin \mathcal{C}$.

The code $\mathcal{C}$ in the previous example is not SIC as it does not contain the flags

$$
\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{3}\right\rangle\right) \quad \text { and } \quad\left(\left\langle e_{3}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right)
$$

Notice that these are precisely the flags making $\mathcal{C} \neq \mathcal{C} \cdot A$. This is no coincidence: the next result proves that the inclusions in (12) become equalities for SIC flag codes.

Theorem 4.8. Let $\mathcal{C}$ be a SIC flag code in $\mathcal{F}_{q}\left(\left(t_{1}, \ldots, t_{r}\right), n\right)$. Then

$$
\operatorname{Aut}(\mathcal{C})=\bigcap_{i=1}^{r} \operatorname{Aut}\left(\mathcal{C}_{i}\right) \quad \text { and } \quad \operatorname{SAut}(\mathcal{C})=\bigcap_{i=1}^{r} \operatorname{SAut}\left(\mathcal{C}_{i}\right) .
$$

Proof. By (10), given $A \in \bigcap_{i=1}^{r} \operatorname{Aut}\left(\mathcal{C}_{i}\right)$, the flag code $\mathcal{C} \cdot A$ is generated by the set of constant dimension codes $\mathcal{C}_{1} \cdot A \times \cdots \times \mathcal{C}_{r} \cdot A=\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{r}$. Therefore, by means of Theorem 3.11 (part (ii)), we have $\mathcal{C} \cdot A \subseteq \mathcal{C}$. Moreover, since $|\mathcal{C} \cdot A|=|\mathcal{C}|$, we conclude $\mathcal{C}=\mathcal{C} \cdot A$ and then $A \in \operatorname{Aut}(\mathcal{C})$. The proof for the semilinear automorphism group runs analogously.

Remark 4.9. As we have seen in Example 4.3, the SIC property is not sufficient to deduce the (semi)linear equivalence of flag codes from the (semi)linear equivalence of the corresponding projected codes. To obtain this, we need the flag code to satisfy the stronger property of being determined by its projected codes (Corollary 4.5). In contrast, Theorem 4.8 shows that for the (semi)linear automorphism group it is enough for the flag code to verify the weakest property of being SIC.

We end this section with an example showing that the previous result does not characterize those flag codes for which (12) becomes an equality: there are flag codes satisfying this equality but not being SIC, as the next example illustrates.

Example 4.10. Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{3}$ and consider the flag code $\mathcal{C}=\left\{\mathcal{F}^{1}, \mathcal{F}^{2}\right\}$ with

$$
\mathcal{F}^{1}=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right), \quad \mathcal{F}^{2}=\left(\left\langle e_{2}\right\rangle,\left\langle e_{2}, e_{3}\right\rangle\right)
$$

Since the flag $\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle\right) \notin \mathcal{C}$, it follows that $\mathcal{C}$ is not SIC. Concerning its linear automorphism group, we have

$$
\operatorname{Aut}(\mathcal{C})=\left\{\left(\begin{array}{lll}
a & 0 & 0 \\
0 & b & 0 \\
0 & d & c
\end{array}\right), \quad a, b, c \in \mathbb{F}_{q}^{*}, d \in \mathbb{F}_{q}\right\}
$$

Moreover, it is easy to check that

$$
\begin{aligned}
& \operatorname{Aut}\left(\mathcal{C}_{1}\right)=\left\{\left(\begin{array}{lll}
a & 0 & 0 \\
0 & b & 0 \\
e & d & c
\end{array}\right),\left(\begin{array}{lll}
0 & a & 0 \\
b & 0 & 0 \\
e & d & c
\end{array}\right), a, b, c \in \mathbb{F}_{q}^{*}, d, e \in \mathbb{F}_{q}\right\}, \\
& \operatorname{Aut}\left(\mathcal{C}_{2}\right)=\left\{\left(\begin{array}{lll}
a & f & 0 \\
0 & b & 0 \\
0 & d & c
\end{array}\right),\left(\begin{array}{lll}
0 & f & a \\
0 & b & 0 \\
c & d & 0
\end{array}\right), a, b, c \in \mathbb{F}_{q}^{*}, d, f \in \mathbb{F}_{q}\right\}
\end{aligned}
$$

and conclude that $\operatorname{Aut}(\mathcal{C})=\operatorname{Aut}\left(\mathcal{C}_{1}\right) \cap \operatorname{Aut}\left(\mathcal{C}_{2}\right)$.

## 5. Examples of flag codes determined by their projected codes

This section is devoted to the study of specific families of flag codes determined by their projected codes. We start by defining two new classes of flag codes: the ones of increasing and decreasing flag codes and we show that they are examples of flag codes determined by their projected codes. Moreover, we prove that, for many choices of the type vector $\left(t_{1}, \ldots, t_{r}\right)$, increasing/decreasing flag codes arise when considering flag codes with projected codes of maximum distance and, in particular, optimum distance flag codes.

Given a flag code $\mathcal{C}$, for every $1<i \leqslant r$, its projected codes $\mathcal{C}_{i-1}$ and $\mathcal{C}_{i}$ are always related by the subspace inclusion: any subspace in $\mathcal{C}_{i-1}$ is contained in, at least, one subspace in $\mathcal{C}_{i}$. Conversely, any subspace in $\mathcal{C}_{i}$ contains, at least, one subspace in $\mathcal{C}_{i-1}$. In the following definition we name those flag codes for which these inclusion relations between the subspaces of $\mathcal{C}_{i-1}$ and $\mathcal{C}_{i}$ define maps (more precisely, surjective maps).

Definition 5.1. A flag code $\mathcal{C}$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ is said to be increasing if, for every $1<i \leqslant r$ and every subspace $\mathcal{V} \in \mathcal{C}_{i}$, there is just a single subspace $\mathcal{U} \in \mathcal{C}_{i-1}$ such that $\mathcal{U} \subsetneq \mathcal{V}$. Similarly, $\mathcal{C}$ is called decreasing if, for every $1<i \leqslant r$ and every subspace $\mathcal{U} \in \mathcal{C}_{i-1}$, there is a single subspace $\mathcal{V} \in \mathcal{C}_{i}$ containing $\mathcal{U}$.

Remark 5.2. Notice that the flag code $\mathcal{C}$ is increasing if it is possible to define maps $\alpha_{i}: \mathcal{C}_{i} \longrightarrow \mathcal{C}_{i-1}$, mapping every subspace $\mathcal{V} \in \mathcal{C}_{i}$ into $\alpha_{i}(\mathcal{V})=\mathcal{U} \in \mathcal{C}_{i-1}$ such that $\mathcal{U} \subsetneq \mathcal{V}:$

$$
\begin{align*}
\alpha_{i}: \mathcal{C}_{i} & \longrightarrow \\
& \longrightarrow \mathcal{C}_{i-1}  \tag{13}\\
\mathcal{V} & \longmapsto \alpha_{i}(\mathcal{V})=\mathcal{U}
\end{align*}
$$

for every $1<i \leqslant r$. In the same way, the flag code $\mathcal{C}$ is decreasing if it is possible to define maps $\beta_{i}: \mathcal{C}_{i-1} \longrightarrow \mathcal{C}_{i}$, mapping every subspace $\mathcal{U} \in \mathcal{C}_{i-1}$ into the only subspace $\mathcal{V} \in \mathcal{C}_{i}$ containing $\mathcal{U}$ :

$$
\begin{array}{rllc}
\beta_{i}: \mathcal{C}_{i-1} & \longrightarrow & \mathcal{C}_{i}  \tag{14}\\
\mathcal{U} & \longmapsto \beta_{i}(\mathcal{U})=\mathcal{V}
\end{array}
$$

for every $1<i \leqslant r$. Besides, note that if the map $\alpha_{i}$ defined in (13) exists for some index $1<i \leqslant r$, then it is always a surjective map and then $\left|\mathcal{C}_{i-1}\right| \leqslant\left|\mathcal{C}_{i}\right|$. Moreover, if one has that $\left|\mathcal{C}_{i-1}\right|=\left|\mathcal{C}_{i}\right|$ and the map $\alpha_{i}$ exists, then it is a bijection and its inverse map is precisely the map $\beta_{i}$ defined in (14).

Example 5.3. Consider the standard $\mathbb{F}_{q}$-basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ of $\mathbb{F}_{q}^{4}$ and form the flags

$$
\begin{aligned}
\mathcal{F}^{1} & =\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}\right\rangle\right) \\
\mathcal{F}^{2} & =\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{1}, e_{2}, e_{4}\right\rangle\right) \\
\mathcal{F}^{3} & =\left(\left\langle e_{3}\right\rangle,\left\langle e_{3}, e_{4}\right\rangle,\left\langle e_{1}, e_{3}, e_{4}\right\rangle\right) .
\end{aligned}
$$

The code $\mathcal{C}=\left\{\mathcal{F}^{1}, \mathcal{F}^{2}, \mathcal{F}^{3}\right\}$ is increasing but it is not decreasing since the subspace $\left\langle e_{1}, e_{2}\right\rangle \in \mathcal{C}_{2}$ is contained in two different subspaces $\left\langle e_{1}, e_{2}, e_{3}\right\rangle \neq\left\langle e_{1}, e_{2}, e_{4}\right\rangle$ of $\mathcal{C}_{3}$.

The name given to the families defined in Definition 5.1 comes from the following result.

Proposition 5.4. Let $\mathcal{C}$ be an increasing (resp. decreasing) flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$. Then

$$
\left|\mathcal{C}_{1}\right| \leqslant \cdots \leqslant\left|\mathcal{C}_{r}\right|=|\mathcal{C}| \quad\left(\text { resp. }|\mathcal{C}|=\left|\mathcal{C}_{1}\right| \geqslant \cdots \geqslant\left|\mathcal{C}_{r}\right|\right) .
$$

In other words, the cardinalities of the projected codes of an increasing (resp. decreasing) flag code form an increasing (resp. decreasing) sequence of positive integers.

Proof. Since $\mathcal{C}$ is increasing, we can define the maps $\alpha_{i}$ given in (13), for all $1<i \leqslant r$. Notice that these are surjective maps. Therefore $\left|\mathcal{C}_{1}\right| \leqslant \cdots \leqslant\left|\mathcal{C}_{r}\right|$.

Let us see that $\left|\mathcal{C}_{r}\right|=|\mathcal{C}|$. By the definition of projected code $\left|\mathcal{C}_{r}\right| \leqslant|\mathcal{C}|$, so let us assume that $\left|\mathcal{C}_{r}\right|<|\mathcal{C}|$. In this case, we can find different flags $\mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}$ such that $\mathcal{F}_{r}=\mathcal{F}_{r}^{\prime}$. Since $\mathcal{F} \neq \mathcal{F}^{\prime}$, they must differ in, at least, a subspace. Take $1 \leqslant j<r$ the maximum index such that $\mathcal{F}_{j} \neq \mathcal{F}_{j}^{\prime}$. In this case, we find a subspace $\mathcal{F}_{j+1}=\mathcal{F}_{j+1}^{\prime} \in \mathcal{C}_{j+1}$ containing different subspaces $\mathcal{F}_{j} \neq \mathcal{F}_{j}^{\prime} \in \mathcal{C}_{j}$, which is a contradiction with the increasing condition. Thus, $\left|\mathcal{C}_{r}\right|=|\mathcal{C}|$.

The proof is analogous for decreasing flag codes.
Notice that, by means of Proposition 5.4 a flag code being at the same time increasing and decreasing is, in particular, disjoint (see Section 2.2). However, the converse is not true as we can see in the next example.

Example 5.5. Let $\left\{e_{1}, \ldots, e_{6}\right\}$ denote the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{6}$ and consider the flag code $\mathcal{C}=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}$ of type $(2,4)$ on $\mathbb{F}_{q}^{6}$, where

$$
\begin{aligned}
\mathcal{F} & =\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)=\left(\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}, e_{4}\right\rangle\right) \\
\mathcal{F}^{\prime} & =\left(\mathcal{F}_{1}^{\prime}, \mathcal{F}_{2}^{\prime}\right)=\left(\left\langle e_{3}, e_{4}\right\rangle,\left\langle e_{3}, e_{4}, e_{5}, e_{6}\right\rangle\right)
\end{aligned}
$$

The flag code $\mathcal{C}$ is disjoint but it is neither increasing ( $\mathcal{F}_{2}$ contains both $\mathcal{F}_{1} \neq \mathcal{F}_{1}^{\prime}$ ) nor decreasing ( $\mathcal{F}_{1}^{\prime}$ is contained in both $\mathcal{F}_{2} \neq \mathcal{F}_{2}^{\prime}$ ).

On the other hand, the disjointness condition for flag codes relates the ones of being increasing and decreasing.

Theorem 5.6. Let $\mathcal{C}$ be a disjoint flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$. Then $\mathcal{C}$ is increasing if and only if it is decreasing.

Proof. Let $\mathcal{C}$ be a disjoint flag code, i.e., $\left|\mathcal{C}_{1}\right|=\cdots=\left|\mathcal{C}_{r}\right|=|\mathcal{C}|$ and assume that $\mathcal{C}$ is increasing. Then, the maps $\alpha_{i}$ given in (13) exist for all $1<i \leqslant r$. Now, Remark 5.2 states the existence of the maps $\beta_{i}$ defined in (14), for all $1<i \leqslant r$. Thus, $\mathcal{C}$ is decreasing.

For the converse, it suffices to apply analogous arguments with the maps $\beta_{i}$ defined in (14).

Here below we see that being increasing (or decreasing) has implications on the multiplicities of the subspaces of the corresponding flags of a given flag code.

Proposition 5.7. Let $\mathcal{C}$ be an increasing (resp. decreasing) flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$. For every flag $\mathcal{F} \in \mathcal{C}$, it holds

$$
m_{\mathcal{C}}\left(\mathcal{F}_{1}\right) \geqslant \cdots \geqslant m_{\mathcal{C}}\left(\mathcal{F}_{r}\right)=1 \quad\left(\text { resp. } 1=m_{\mathcal{C}}\left(\mathcal{F}_{1}\right) \leqslant \cdots \leqslant m_{\mathcal{C}}\left(\mathcal{F}_{r}\right)\right)
$$

Proof. Assume that $\mathcal{C}$ is an increasing flag code. Then, for every flag $\mathcal{F} \in \mathcal{C}$ and $1<$ $i \leqslant r$, the subspace $\mathcal{F}_{i}$ only contains $\mathcal{F}_{i-1} \in \mathcal{C}_{i-1}$. This means that $\mathcal{F}_{i}$ can only be part of those flags in $\mathcal{C}$ in which $\mathcal{F}_{i-1}$ also appears. Thus $m_{\mathcal{C}}\left(\mathcal{F}_{i-1}\right) \geqslant m_{\mathcal{C}}\left(\mathcal{F}_{i}\right)$. Moreover, since $|\mathcal{C}|=\left|\mathcal{C}_{r}\right|$, we conclude that $m_{\mathcal{C}}\left(\mathcal{F}_{r}\right)=1$. The proof for decreasing flag codes is analogous.

Next, we prove that increasing (resp. decreasing) flag codes are closed for the subspace inclusion (SIC).

Theorem 5.8. Let $\mathcal{C}$ be an increasing (resp. decreasing) flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$. Then $\mathcal{C}$ is a SIC flag code.

Proof. Let $\mathcal{C}$ be an increasing flag code. Let us see that $\mathcal{C}$ is a SIC flag code. To do so, assume that there exist flags $\mathcal{F}, \mathcal{F}^{\prime} \in \mathcal{C}$ with $\mathcal{F}_{i-1} \subsetneq \mathcal{F}_{i}^{\prime}$ for some $1<i \leqslant r$. Since $\mathcal{C}$ is increasing, it is clear that $\mathcal{F}_{i-1}=\mathcal{F}_{i-1}^{\prime}$. The same argument leads to $\mathcal{F}_{j}=\mathcal{F}_{j}^{\prime}$ for every $1 \leqslant j \leqslant i-1$. As a result, the flag

$$
\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{i-1}, \mathcal{F}_{i}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}\right)=\mathcal{F}^{\prime} \in \mathcal{C}
$$

and then $\mathcal{C}$ is SIC.
The proof for decreasing flag codes is similar.
Combining Proposition 5.7, Theorem 5.8 and Corollary 3.16, we come up with the next result.

Theorem 5.9. If $\mathcal{C}$ is an increasing (resp. decreasing) flag code, then it is determined by its projected codes.

The converse of Theorem 5.9 is not true. It suffices to consider the flag code $\mathcal{C}^{\prime \prime}$ in Example 3.17, which is determined by its projected codes but is neither increasing nor decreasing. The previous Theorem, together with Corollary 4.5, leads to the next result.

Corollary 5.10. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be flag codes of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and take $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ (resp. $(A, \varphi) \in \Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ ). If $\mathcal{C}$ is increasing (or decreasing), then the following statements are equivalent:
(i) $\mathcal{C}^{\prime}=\mathcal{C} \cdot A\left(\right.$ resp. $\left.\mathcal{C}^{\prime}=\mathcal{C} \cdot(A, \varphi)\right)$,
(ii) $\mathcal{C}_{i}^{\prime}=\mathcal{C}_{i} \cdot A\left(\right.$ resp. $\left.\mathcal{C}_{i}^{\prime}=\mathcal{C}_{i} \cdot(A, \varphi)\right)$, for every $1 \leqslant i \leqslant r$.

Notice that, by Theorem 5.9, every increasing (resp. decreasing) flag code is the unique flag code generated by its projected codes. The rest of the section is devoted to exhibit families of flag codes that are increasing and/or decreasing and, consequently, determined by their sets of projected codes. More precisely, we will see that flag codes having projected codes of maximum distance are, in many cases, increasing and/or decreasing flag codes. In particular, we will derive some results concerning optimum distance flag codes. In our study, dimensions $t_{a}$ and $t_{b}$ in the type vector $\left(t_{1}, \ldots, t_{r}\right)$ defined in (9), will play an important role. We start with the cases where there is only $t_{a}$ or $t_{b}$, that is, cases in which every dimension in the type vector of the flag code is, at least (resp. at most), $\frac{n}{2}$.

Theorem 5.11. Let $\mathcal{C}$ be a flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ having all its projected codes of maximum distance. The following statements hold:
(i) If $t_{1} \geqslant \frac{n}{2}$, then $\mathcal{C}$ is increasing.
(ii) If $t_{r} \leqslant \frac{n}{2}$, then $\mathcal{C}$ is decreasing.

Proof. Assume that $t_{1} \geqslant \frac{n}{2}$, take $1<i \leqslant r$ and a subspace $\mathcal{V} \in \mathcal{C}_{i}$ and suppose that $\mathcal{U}, \mathcal{U}^{\prime} \in \mathcal{C}_{i-1}$ satisfy $\mathcal{U} \subset \mathcal{V}$ and $\mathcal{U}^{\prime} \subset \mathcal{V}$. In such a case, we have $\mathcal{U}+\mathcal{U}^{\prime} \subseteq \mathcal{V} \subsetneq \mathbb{F}_{q}^{n}$. Since $\mathcal{U}$ and $\mathcal{U}^{\prime}$ belong to the subspace code $\mathcal{C}_{i-1}$, having dimension $t_{i-1} \geqslant \frac{n}{2}$ and maximum distance, by means of Lemma 2.1, we conclude that $\mathcal{U}=\mathcal{U}^{\prime}$, which proves that $\mathcal{C}$ is increasing.

On the other hand, if $t_{r} \leqslant \frac{n}{2}$, we consider an index $1<i \leqslant r$ and a subspace $\mathcal{U} \in \mathcal{C}_{i-1}$. Let us prove that $\mathcal{U}$ is contained in a single subspace in $\mathcal{C}_{i}$. To do so, we consider subspaces $\mathcal{V}, \mathcal{V}^{\prime} \in \mathcal{C}_{i}$ and suppose that $\mathcal{U} \subset \mathcal{V}$ and $\mathcal{U} \subset \mathcal{V}^{\prime}$ hold. Thus, we have $\mathcal{U} \subseteq \mathcal{V} \cap \mathcal{V}^{\prime}$. Besides, since $\mathcal{V}, \mathcal{V}^{\prime}$ are elements in the constant dimension code $\mathcal{C}_{i}$ of dimension $t_{i} \leqslant \frac{n}{2}$ and maximum distance, by Lemma 2.1, we get $\mathcal{V}=\mathcal{V}^{\prime}$. As a consequence, $\mathcal{C}$ is a decreasing flag code.

To address the remaining case, in which $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$, we will have to consider the two dimensions $t_{a}$ and $t_{b}$. Moreover, in this case, some extra conditions will be necessary in order to obtain the increasing or decreasing property.

Theorem 5.12. Let $\mathcal{C}$ be a flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ such that $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and satisfying the following three conditions:
(i) All projected codes of $\mathcal{C}$ are of maximum distance.
(ii) $t_{b}<2 t_{a}$ (resp. $2 t_{b}<n+t_{a}$ ) and
(iii) $\left|\mathcal{C}_{1}\right|=\cdots=\left|\mathcal{C}_{a}\right|$ (resp. $\left|\mathcal{C}_{b}\right|=\cdots=\left|\mathcal{C}_{r}\right|$ ).

Then $\mathcal{C}$ is an increasing (resp. decreasing) flag code.

Proof. Assume that $\mathcal{C}_{1}, \ldots, \mathcal{C}_{r}$ are constant dimension codes of maximum distance. Moreover, suppose that $t_{b}<2 t_{a}$ and that $\left|\mathcal{C}_{1}\right|=\cdots=\left|\mathcal{C}_{a}\right|$ hold. Let us see that $\mathcal{C}$ is an increasing flag code. To this purpose, for every $1<i \leqslant r$, we want to prove that, for every subspace $\mathcal{V} \in \mathcal{C}_{i}$, there exists a unique subspace $\mathcal{U} \in \mathcal{C}_{i-1}$ such that $\mathcal{U} \subset \mathcal{V}$. Equivalently, we show that it is possible to define the map $\alpha_{i}$ as in (13) such that $\alpha_{i}(\mathcal{V})=\mathcal{U}$. Assume that $\mathcal{U}, \mathcal{U}^{\prime} \in \mathcal{C}_{i-1}$ satisfy $\mathcal{U} \subsetneq \mathcal{V}$ and $\mathcal{U}^{\prime} \subsetneq \mathcal{V}$. Let us see that $\mathcal{U}=\mathcal{U}^{\prime}$. We distinguish three cases for the index $i$ :
(1) If $i>b$, then we have $t_{i-1} \geqslant \frac{n}{2}$. Since $\mathcal{U}+\mathcal{U}^{\prime} \subseteq \mathcal{V} \subsetneq \mathbb{F}_{q}^{n}$ and $d_{S}\left(\mathcal{C}_{i-1}\right)$ is maximum, by Lemma 2.1 we conclude $\mathcal{U}=\mathcal{U}^{\prime}$.
(2) If $i=b>a$, then $i-1=a$ and $t_{i-1} \leqslant \frac{n}{2}$. Since $\mathcal{C}_{i-1}$ has maximum distance, Lemma 2.1 ensures that

$$
\operatorname{dim}\left(\mathcal{U}+\mathcal{U}^{\prime}\right)= \begin{cases}t_{i-1}=t_{a} & \text { if } \quad \mathcal{U}=\mathcal{U}^{\prime} \\ 2 t_{i-1}=2 t_{a} & \text { if } \quad \mathcal{U} \neq \mathcal{U}^{\prime}\end{cases}
$$

On the other hand, $\operatorname{dim}\left(\mathcal{U}+\mathcal{U}^{\prime}\right) \leqslant \operatorname{dim}(\mathcal{V})=t_{b}<2 t_{a}$. As a consequence, $\mathcal{U}=\mathcal{U}^{\prime}$ as stated.
(3) If $i=b=a$ or $i<b$, then it follows that $i \leqslant a$ and $\left|\mathcal{C}_{i}\right|=\left|\mathcal{C}_{i-1}\right|$. Therefore, Remark 5.2 ensures us that the map $\alpha_{i}$ will exist if and only if the map $\beta_{i}$ defined in (14) exists. Next we prove the existence of the map $\beta_{i}$. For this, we consider an arbitrary $\mathcal{X} \in \mathcal{C}_{i-1}$ and assume that there exist $\mathcal{Y}, \mathcal{Y}^{\prime} \in \mathcal{C}_{i}$ such that $\mathcal{X} \subseteq \mathcal{Y}$ and $\mathcal{X} \subseteq \mathcal{Y}^{\prime}$. Then $\operatorname{dim}\left(\mathcal{Y} \cap \mathcal{Y}^{\prime}\right) \geqslant \operatorname{dim}(\mathcal{X})=t_{i-1}>0$. However, since $i \leqslant a$ it follows that $t_{i} \leqslant \frac{n}{2}$ and then $\mathcal{Y}=\mathcal{Y}^{\prime}$ because $\mathcal{C}_{i}$ is of maximum distance (see Lemma 2.1 for dimensions up to $\frac{n}{2}$ ). Thus, the map $\beta_{i}$ exists and its inverse map is just $\alpha_{i}$. In particular, the image of $\mathcal{V}$ through $\alpha_{i}$ must be unique, that is, $\mathcal{U}=\alpha_{i}(\mathcal{V})=\mathcal{U}^{\prime}$.

Similar arguments can be used to prove the decreasing case.

The conditions on the dimensions $t_{a}$ and $t_{b}$ in the previous result are needed, as we can see in the next example.

Example 5.13. For $n=10$, we consider the flag code $\mathcal{C}$ of type $(4,7)$ consisting of the three following flags

$$
\begin{aligned}
\mathcal{F}^{1} & =\left(\left\langle e_{1}, e_{2}, e_{3}, e_{4}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}, e_{7}\right\rangle\right) \\
\mathcal{F}^{2} & =\left(\left\langle e_{1}, e_{2}, e_{3}, e_{4}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}, e_{4}, e_{8}, e_{9}, e_{10}\right\rangle\right) \\
\mathcal{F}^{3} & =\left(\left\langle e_{5}, e_{6}, e_{7}, e_{8}\right\rangle,\left\langle e_{1}, e_{5}, e_{6}, e_{7}, e_{8}, e_{9}, e_{10}\right\rangle\right)
\end{aligned}
$$

We have $t_{1}=t_{a}=4$ and $t_{2}=t_{b}=7$ and both $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have maximum distance. Since $t_{b}=7<2 t_{a}=8$, by means of Theorem 5.12, the code is increasing. On the other hand, the condition $2 t_{b}<n+t_{a}$ does not hold ( $2 t_{b}=14$ and $n+t_{a}=14$ ) and the code is not decreasing, since the subspace $\mathcal{F}_{1}^{1}$ is contained in two different subspaces in $\mathcal{C}_{2}$.

Remark 5.14. Notice that Theorems 5.11 and 5.12 can be applied for the particular case of optimum distance flag codes, showing that these kind of flag codes are increasing or decreasing under certain conditions on the type vector. Nevertheless, since optimum distance flag codes are, in particular, disjoint flag codes, we can obtain a stronger result by virtue of Theorem 5.6.

The proof of the following result comes directly by applying Theorems 5.11 and 5.12, together with Theorems 5.6 and 5.9.

Corollary 5.15. Consider an optimum distance flag code $\mathcal{C}$ of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and assume that, at least, one of the following statements holds:
(i) $t_{1} \geqslant \frac{n}{2}$,
(ii) $t_{r} \leqslant \frac{n}{2}$,
(iii) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $t_{b}<2 t_{a}$,
(iv) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $2 t_{b}<n+t_{a}$;
then $\mathcal{C}$ is increasing and decreasing.

Observe that at least one of the conditions $t_{b}<2 t_{a}$ or $2 t_{b}<n+t_{a}$ must be fulfilled if we want an optimum distance flag code to be increasing and decreasing, and then determined by its projected codes. It suffices to consider the flag code $\mathcal{C}$ in Example 5.5, which is an optimum distance flag code but it is neither increasing nor decreasing and it is clearly not determined by its projected codes.

We finish the section with some results concerning (semi)linear equivalence for optimum distance flag codes. The proof of the next result comes from Corollary 5.10, combined with Corollary 5.15.

Corollary 5.16. Let $\mathcal{C}$ be an optimum distance flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$, with projected codes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{r}$, and consider an element $A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ (resp. $(A, \varphi) \in$ $\Gamma \mathrm{L}_{n}\left(\mathbb{F}_{q}\right)$ ). If $\mathcal{C}^{\prime}$ has projected codes $\mathcal{C}_{i} \cdot A\left(\right.$ resp. $\mathcal{C}_{i} \cdot(A, \varphi)$ ) for every $1 \leqslant i \leqslant r$ and, at least, one of the following statements holds:
(i) $t_{1} \geqslant \frac{n}{2}$,
(ii) $t_{r} \leqslant \frac{n}{2}$,
(iii) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $t_{b}<2 t_{a}$,
(iv) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $2 t_{b}<n+t_{a}$;
then $\mathcal{C}^{\prime}=\mathcal{C} \cdot A\left(\right.$ resp. $\left.\mathcal{C}^{\prime}=\mathcal{C} \cdot(A, \varphi)\right)$.
Notice that at least one of the conditions in the previous list is required. Otherwise, as we can see in the next example, the result does not hold.

Example 5.17. Let $\left\{e_{1}, \ldots, e_{6}\right\}$ be the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{6}$ and consider the optimum distance flag code $\mathcal{C}=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}$ of type $(2,4)$ on $\mathbb{F}_{q}^{6}$ given in Example 5.5, where $\mathcal{F}$ and $\mathcal{F}^{\prime}$ are

$$
\begin{aligned}
\mathcal{F} & =\left(\left\langle e_{1}, e_{2}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}, e_{4}\right\rangle\right) \\
\mathcal{F}^{\prime} & =\left(\left\langle e_{3}, e_{4}\right\rangle,\left\langle e_{3}, e_{4}, e_{5}, e_{6}\right\rangle\right)
\end{aligned}
$$

Now consider a third flag $\mathcal{F}^{\prime \prime}=\left(\left\langle e_{3}, e_{4}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}, e_{4}\right\rangle\right)$ and form the flag code $\mathcal{C}^{\prime}=$ $\left\{\mathcal{F}, \mathcal{F}^{\prime}, \mathcal{F}^{\prime \prime}\right\}$. It is clear that $\mathcal{C}_{i}^{\prime}=\mathcal{C}_{i}$, for $1 \leqslant i \leqslant 2$. Nevertheless, $\mathcal{C}$ and $\mathcal{C}^{\prime}$ cannot be equivalent since they have different cardinality (and also different minimum distance).

Concerning the automorphism group of optimum distance flag codes, the following result follows from Corollary 5.15, together with Theorems 4.8 and 5.8.

Corollary 5.18. Let $\mathcal{C}$ be an optimum distance flag code of type $\left(t_{1}, \ldots, t_{r}\right)$ on $\mathbb{F}_{q}^{n}$ and assume that, at least, one of the following statements holds:
(i) $t_{1} \geqslant \frac{n}{2}$,
(ii) $t_{r} \leqslant \frac{n}{2}$,
(iii) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $t_{b}<2 t_{a}$,
(iv) $t_{1} \leqslant \frac{n}{2} \leqslant t_{r}$ and $2 t_{b}<n+t_{a}$.

Then $\operatorname{Aut}(\mathcal{C})=\bigcap_{i=1}^{r} \operatorname{Aut}\left(\mathcal{C}_{i}\right)$ and $\operatorname{SAut}(\mathcal{C})=\bigcap_{i=1}^{r} \operatorname{SAut}\left(\mathcal{C}_{i}\right)$.
We end the section with an example showing that an optimum distance flag code can satisfy $\operatorname{Aut}(\mathcal{C}) \neq \bigcap_{i=1}^{r} \operatorname{Aut}\left(\mathcal{C}_{i}\right)$ if its type vector does not verify any of the conditions required by the previous corollary.

Example 5.19. Let $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ denote the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{4}$ and consider the type vector $\left(t_{1}, t_{2}\right)=(1,3)$ on $\mathbb{F}_{q}^{4}$. Notice that for this type vector, we have $t_{a}=1$ and $t_{b}=3$ and conditions $t_{b}<2 t_{a}$ and $2 t_{b}<n+t_{a}$ do not hold. For this choice of the parameters, we form the optimum distance flag code $\mathcal{C}=\left\{\mathcal{F}, \mathcal{F}^{\prime}\right\}$, with flags

$$
\begin{aligned}
\mathcal{F} & =\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}, e_{3}\right\rangle\right) \\
\mathcal{F}^{\prime} & =\left(\left\langle e_{2}\right\rangle,\left\langle e_{1}, e_{2}, e_{4}\right\rangle\right)
\end{aligned}
$$

The matrix

$$
A=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

satisfies:

$$
\begin{aligned}
& \left\langle e_{1}\right\rangle \cdot A=\left\langle e_{1}\right\rangle, \quad\left\langle e_{1}, e_{2}, e_{3}\right\rangle \cdot A=\left\langle e_{1}, e_{2}, e_{4}\right\rangle, \\
& \left\langle e_{2}\right\rangle \cdot A=\left\langle e_{2}\right\rangle, \quad\left\langle e_{1}, e_{2}, e_{4}\right\rangle \cdot A=\left\langle e_{1}, e_{2}, e_{3}\right\rangle
\end{aligned}
$$

and then, it is clear that $A \in \operatorname{Aut}\left(\mathcal{C}_{1}\right) \cap \operatorname{Aut}\left(\mathcal{C}_{2}\right)$. However, we have $A \notin \operatorname{Aut}(\mathcal{C})$, since $\mathcal{F} \cdot A=\left(\left\langle e_{1}\right\rangle,\left\langle e_{1}, e_{2}, e_{4}\right\rangle\right) \notin \mathcal{C}$.

## 6. Conclusions

In this paper we have introduced the notions of (semi)linearly equivalent flag codes. We have observed that (semi)linearly equivalent flag codes have always (semi)linearly equivalent projected codes but the converse is not true in general. In this work, we have determined certain families of flag codes for which this converse holds true. To this end, we have developed a new approach to flag codes, starting from families of constant dimension codes and analyzing when they are suitable to provide (one or more) flag codes.

Throughout this paper, we have defined new properties for flag codes that lead to the new families of SIC flag codes, flag codes determined by their projected codes and increasing/decreasing flag codes. These new families allow us to give examples of flag codes for which the (semi)linear equivalence of the projected codes guarantees the (semi)linear equivalence of the flag codes. Our study also provides results concerning the (semi)linear automorphism group of certain families of flag codes, including optimum distance flag codes.
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