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Abstract: Recent advances in facial recognition technology have achieved outstanding performance,
but unconstrained face recognition remains an ongoing issue. Facial-image-quality-evaluation
algorithms evaluate the quality of the input samples, providing crucial information about the accuracy
of recognition decisions. By doing so, this can lead to improved results in challenging scenarios.
In recent years, significant progress has been made in assessing the quality of facial images. The
computation of quality scores has become highly precise and closely correlated with the model
results. In this paper, we reviewed and analyzed the existing biases of cutting-edge quality-estimation
techniques for face recognition. Our experimentation focused on the quality estimators developed by
MagFace, FaceQNet, and SER-FIQ and were evaluated on the CelebA reference dataset. A study of
bias in the face-recognition model was conducted by analyzing the quality scores presented in each
article. This allowed for an examination of existing biases within both the quality estimators and the
face-recognition models.

Keywords: quality; bias; face recognition; deep learning

1. Introduction

Estimating the quality of a biometric image for facial recognition is a critical aspect
in facial-recognition systems, as image quality can have a significant impact on system
performance. The main challenges in estimating the quality of a biometric image for face
recognition include:

• Variability of the capture conditions: Biometric facial images can be captured under
a variety of conditions, such as different lighting, viewing angles, resolutions, and
backgrounds. Image quality can be adversely affected by these variations.

• Noise and distortion: Biometric images can contain noise, distortion, and artifacts
such as blur, background noise, reflections, and occlusions. These factors may impede
the identification of accurate facial features.

• Capture equipment quality: The quality of the camera or sensor used to capture the
image can vary widely. Low-quality images captured with inferior equipment may
encounter issues regarding focus and resolution, affecting image quality adversely.

• Pose and facial expression: Image quality can vary based on pose (the orientation of the
face) and facial expression. Extreme poses or expressions can hinder the identification
and comparison of facial features.

• Facial coherence: In some cases, the image may not contain all the facial features
necessary for accurate identification, such as missing parts of the face due to occlusion
(e.g., glasses or a thick beard).

• Inadequate image quality: Low-quality images may lack sufficient detail for accurate
identification, resulting in false negatives or false positives.
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To address these challenges, specific techniques and algorithms have been developed
to assess the quality of facial biometric images. These techniques typically involve extracting
image features and evaluating the presence of problems such as noise, blur, and other
artifacts. The estimated quality is then used to make decisions, such as selecting the best
images for comparison or requesting a new capture if the quality is insufficient. Improving
the quality of biometric images is critical for improving the accuracy and reliability of
facial-recognition systems. The correlation is such that the quality scores can be used to
analyze certain behaviors of the FR model, as was already proposed in [1].

The gap against which no biometric quality estimator is completely secure refers to the
fact that, even when advanced techniques and algorithms are used for quality assessment,
they are prone to errors. Multiple reasons contribute to the existence of this gap:

• Complexity of images: Biometric images, such as facial images, are inherently complex
and can contain a wide variety of features and factors that affect their quality. Some
of these factors may be subtle or difficult to detect, making it challenging to create
perfectly accurate quality estimators.

• Variability in the capture conditions: As previously discussed, the variations in the
capture conditions can lead to differing interpretations of image quality. Quality
estimators may not be able to account for the numerous possible situations in which
an image is taken, leading to varying judgments of image quality.

• Unpredictable subjects and scenarios: Subjects may have unique facial characteristics
and changing expressions, which can affect image quality. In addition, unpredictable
events in the environment, such as sudden changes in lighting or the presence of
obstacles, can affect image quality.

• Technological limitations: Quality estimators are dependent on the technology and
algorithms used. If the algorithms are not sufficiently robust or if the technology is
outdated, they may be unable to detect all conditions that affect image quality.

• Subjectivity in perceived quality: Image quality is subject to personal perception and
can vary from one individual to another. What one person considers as high-quality
may not necessarily hold true for someone else.

In summary, the inability to develop a completely secure biometric quality estimator
is due to the inherent complexity of biometric images and the variability of the capture
conditions and subjects. Although technology and algorithms have advanced, the chances
of overlooking quality issues or making mistakes in biometric image quality assessment
always exist. Therefore, it is crucial for biometric systems to consider this limitation and
incorporate supplemental security and verification measures to mitigate the possibility of
the identification of errors.

For this reason, this paper conducted a study on the false rejection rates of the current
state-of-the-art biometric quality estimators and the biases present in FIQA models, as
well as their correlation with the respective facial recognition models. We analyzed and
compared the distributions of the quality scores for different populations, taking into
account factors such as hair color, accessories, or facial features that may obscure parts of
the face, as well as age, among different FIQA estimators.

Finally, we evaluated the potential impact of these biases on specific demographics
and demonstrate that incorporating a biased quality estimator or facial recognition model
diminishes the accuracy of facial recognition and compromises its effectiveness and security,
particularly in the digital age, where impersonation is becoming more prevalent. Although
this is an ever-evolving field, there is significant room for improvement, as a biased FIQA
model can have serious consequences for the system, given that these models do not
perform uniformly across diverse populations.

The study of biases in the SER-FIQ, MagFace, and FaceQNet quality estimation models
is of paramount importance in the field of facial recognition, as these models play a
crucial role in the accuracy and reliability of biometric applications. Biases can introduce
significant inaccuracies and inequalities in the assessment of biometric image quality,
which, in turn, can affect the fairness and objectivity of facial recognition. Identifying and
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quantifying biases, whether related to gender, age, hair color, or other factors, is essential
for understanding and addressing potential sources of error in these models. By identifying
and mitigating biases, we can make progress toward more-equitable and -accurate facial-
recognition systems that are fair and useful to a wide range of users and demographic
groups, thereby contributing to a more-ethical and -responsible use of this technology.

Addressing the gaps in biometric image quality estimation is an ongoing challenge
in the field of biometrics and facial recognition. While it may be difficult to completely
eliminate these gaps, several strategies and approaches can be implemented to improve the
accuracy and robustness of the quality estimators.

The remainder of this paper is organized as follows. Section 2 explains the most-
relevant FIQA approaches. In Section 3, the experimental setup is described. Section 4
reports the results. Finally, in Section 5, the conclusions of this study are drawn.

2. Related Works

In this section, we aim to contextualize the most-recent advancements in Facial
Image Quality Assessment (FIQA), focusing on three categories within existing FIQA
approaches [2]. We categorized the most-recent techniques into articles that introduce
innovative methods for calculating quality scores derived from Facial Recognition (FR)
model predictions, followed by the use of a regression model to infer these quality scores
from raw images. We also discuss articles that propose adjustments to the training of FR
models to incorporate information regarding image usefulness in the FR prediction, as well
as articles introducing modified inference methods.

2.1. Pseudo-Quality Label

The primary objective of this first group is to generate automatic pseudo-quality labels
for training a regression model, enabling the prediction of the usefulness of an image for a
specific facial-recognition model. Variations among these methods lie in how they extract
pseudo-quality labels from the FR model.

FaceQNet [3] and FaceQNet2 [4] aim to develop FR-agnostic FIQA models that score
based on how close the image is to being ICAO compliant for the FR models. In order
to achieve this, they follow the scheme shown in Figure 1. Firstly, they select the best
image for every user based on the ICAO standards. Once they have a reference image for
each user, several FR models are used to extract the embeddings for every image. The
pseudo-quality labels are calculated as the Euclidean distance between the embedding of
the reference image to the respective images of the same user. These models also leverage
transfer learning, wherein the FR model weights are frozen and a trainable dense layer is
appended to estimate the quality score [5].

Figure 1. Score calculation techniques for the use of a regression model to replicate these scores.
Pseudo-quality label generation proposed by FaceQNet [3].
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PCNET [6] introduces a quality system that estimates image quality by measuring its
similarity to another image of the same individual, based on pairwise image comparisons.
When presented with a pair of images of sufficient quality for face recognition, where the
FR model demonstrates reliability, the image pair is assigned a high-quality score. Works
related to PCNET include [7–9].

SDD-FIQA [10] proposes an alternative approach, suggesting that image usefulness is
determined not only by its proximity to embeddings of images from the same user, but also
by its distance from embeddings of images from different users. The scoring mechanism
involves computing scores using the Wasserstein distance between the distributions of
similarities among images from the same user and different users. A larger distance
between these two distributions results in a higher quality score [11]. Finally, a face-
recognition model is trained using the obtained labels, similar to the approach in FaceQNet.

FaceQAN [12] leverages adversarial noise exploration for FIQA. Unlike most methods
that require quality label generation, this unsupervised approach is based on adversarial ex-
amples and relies on the analysis of adversarial noise, which can be computed with any FR
model. By comparing the embeddings of adversarial examples and the original input sam-
ple, FaceQAN is able to calculate a quality score that is an excellent predictor of the sample’s
utility for face recognition. FaceQAN can also operate with any face-recognition model,
although the proposed model is preferred for improved quality estimation compared to
other methods in the literature [13–17].

FaceQgen [18] is a no-reference quality assessment approach for face images based on
a Generative Adversarial Network (GAN). No pre-labeled quality measures are needed for
training. Instead, the quality assessment is based on measuring the similarity between the
original and restored images, as lower-quality images undergo more substantial changes
during the restoration process. Despite the lower accuracy compared to other methods, it
proves the potential of semi-supervised learning approaches for FIQA.

CR-FIQA [19] presents a novel approach for assessing the quality of face images by
predicting their relative classifiability. This classifiability is determined by analyzing the
distribution of feature representations in angular space in relation to the class center and
the nearest negative class center. The research demonstrates a robust correlation between
the quality of face images and their relative classifiability through empirical analysis, given
that this characteristic is exclusively observable in the training dataset; the authors advocate
acquiring this knowledge by scrutinizing internal network observations throughout the
training process, thus enabling one to assess the quality of unseen samples more effectively.

2.2. Face Recognition Training Modification

This approach uses face-recognition models to generate a set of embeddings that
provide an assessment of the image quality. MagFace’s method [20] adapts the training
of a face-recognition model to extract embeddings that measure image utility. Quality is
determined by the module of the vector of the extracted embedding, as shown in Figure 2.
The bigger the modulus, the higher the quality of the image is. This technique presents a
loss function established on the ArcFace loss [21–24]. The loss function permits a greater
embedding separation for higher magnitudes, ultimately positioning high-quality images
closer to the center of the class. This approach learns more from superior-quality images.
The method proposed by MagFace improves the one proposed by ArcFace in terms of
comparative results on the same datasets.

Another method used is the one proposed by Probabilistic Face Embeddings (PFEs) [25],
which defines the image quality as the harmonic mean over the variance vector. This
method learns to predict the uncertainty of a given image by estimating the mean and
variance of the calculated embeddings. The mean vector represents the embedding of the
selected image, while the variance vector signifies the image’s uncertainty in the feature
space.
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Figure 2. Techniques that modify the training of a model to obtain image utility information through
embeddings. Definition and attainment of quality proposed by MagFace [20].

More recently, the authors in [26] provided a deep insight into the IQA and FIQA
algorithms and how they affect FR. While face-specific metrics rely on features of aligned
face images, general image quality metrics can be used on the global image and relate to
human perceptions. This work analyzed 25 different quality metrics on various datasets,
and the findings demonstrated a distinct connection between the acquired image metrics
and their utility for face images, even in cases where they were not explicitly designed for
face utility assessment. Conversely, individually crafted features exhibit a lack of overall
stability and demonstrate markedly inferior performance compared to general face-specific
quality metrics.

2.3. Face Recognition Prediction Modification

Finally, the methods in this category distinguish themselves by obviating the need
to train a face-recognition model. Instead, these approaches focus on altering inference
methods to obtain image quality. One notable approach within this category is
SER-FIQ [27] represented in Figure 3, which harnesses dropout properties to randomly
deactivate and activate neurons in the network layers to prevent overfitting. A series of
embeddings, 100 proposed by the authors, are produced for a single input image using in
each embedding a different dropout. Thanks to the sigmoid function of the normalized
negative sum of the distance between all pairs of the produced embeddings, the image
quality value is obtained. Similar works in this line of research can be found in [28–30].

In summary, techniques for biometric image quality estimation, such as SER-FIQ,
MagFace, and FaceQNet, represent valuable resources in the field of facial recognition.
However, none of these methods can fully address the challenges of biometric image quality
estimation comprehensively. SER-FIQ focuses on evaluating image quality by predicting
the efficacy of facial representation; MagFace employs deep learning to assess both image
and facial quality; FaceQNet utilizes a convolutional neural network to estimate image
quality in terms of authenticity and manipulation. Despite their distinct approaches and
capabilities, no single technique can account for the complexities and variations inherent
in biometric images, including diverse capture conditions, the presence of artifacts, and
subtle quality issues. The persistent gap underscores the intricate nature of biometric
images and the continuous evolution of image manipulation techniques. It highlights the
significance of multifaceted approaches and ongoing improvements in biometric image
quality to achieve more-accurate and -secure facial recognition.
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Figure 3. Techniques that propose a modified inference method. Quality attainment proposed by
SER-FIQ [27].

3. Experimental Setup

This section describes the details of the experimental setup for the study that was
carried out.

3.1. Dataset

To assess the quality of our estimation models, we utilized the CelebA dataset [31].
Comprising 200 k images from 10 k individuals, all of which were captured in unconstrained
conditions, we selected this dataset due to its extensive and diverse attribute labels. In our
study of bias, we specifically focused on information pertaining to hair type, face occlusion,
age, and sex. We ensured that all technical terminology was explained and adopted a
logical, objective tone throughout. We also adhered to conventional academic structure
and formatting standards, including consistent citation usage and footnoting style. From
this large dataset, we extracted a more-manageable and -controlled subset. We selected
10 images from 1000 different identities, resulting in a total of 10,000 images. Consequently,
we compiled a diverse and extensive dataset suitable for conducting our research.

3.2. Face-Recognition Models

To obtain embeddings for all images in the dataset, we utilized two models, ArcFace
https://github.com/deepinsight/insightface (accessed on 11 November 2023) [21] and
MagFace https://github.com/IrvingMeng/MagFace (accessed on 11 November 2023)
[20]. Both models were trained with the MS1M dataset [32]. Using the error versus reject
curves [33], we assessed the effectiveness of the FIQA models with these two approaches.
Identity verification was carried out by measuring the similarity between two embeddings
using the cosine similarity.

3.3. Face Image Quality Assessment Models

For this work, we selected three state-of-the-art models of face image quality assess-
ment: FaceQNet, MagFace, and SER-FIQ. We selected one model for each of the three
categories we introduced in Section 2: FaceQNet for the pseudo-quality label category,
MagFace for the face recognition training modification category, and SER-FIQ for the face
recognition inference modification category.

In the case of FaceQNet https://github.com/uam-biometrics/FaceQNet (accessed on
11 November 2023) and MagFace https://github.com/IrvingMeng/MagFace (accessed on

https://github.com/deepinsight/insightface
https://github.com/IrvingMeng/MagFace
https://github.com/uam-biometrics/FaceQNet
https://github.com/IrvingMeng/MagFace
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11 November 2023), we used publicly available trained models from their respective official
GitHub pages. In the case of SER-FIQ, we chose to use the ArcFace model to implement
the inference modification to calculate the quality scores for this approach.

3.4. Experimentation

The main goal of this work was to analyze the bias in the FIQA models and, therefore,
demonstrate if the face-recognition models they were trained for are biased. As was shown
in [1], the quality scores given by the FIQA models are highly correlated with the reliability
of the face-recognition model they were trained to assess. Due to this fact, the bias study
of the FIQA models will be highly correlated with the bias of the face-recognition models.
Since the quality assessment deeply influences the results of the bias study, we first analyzed
the performance of the quality-assessment models. The second step was to carry out a
bias study that consisted of the analysis of the different distributions of the quality scores
given by these models for different population groups. The criteria used to form these
population groups were hair color, type of face occlusion, age, and sex. With this study,
it will be possible to observe whether these models assign lower quality scores to any of
these groups, which could possibly cause issues for the users belonging to that group.

4. Results
4.1. Face Quality Assessment Performance

The study of the FNMR was carried out on a part of the CelebA dataset. To assess the
quality of a face recognition system, it is necessary to evaluate the performance of the model
according to the FNMR (Figure 4). The evolution of the FNMR will show the sensitivity
and the degree of security that a face-recognition model possesses. The representation of
the FNMR curves is affected by the FR model and by the quality score that each model
estimates for each image. In this section, two face-recognition models, Insightface and
MagFace, and three quality estimation models, FaceQNet, SER-FIQ, and MagFace, were
evaluated. The quality models were evaluated against the Insightface model to see how
the models perform in an unbiased FR model, and the MagFace model was evaluated
against the MagFace quality scores to see how the use of the FR model affects its own
quality-estimation model. Biometric systems perform best when tested on datasets on
which they have been trained. This is not the case in real-life applications. For this reason,
we evaluated the performance of the quality estimation and FR models on a new dataset
for all models.

To show the behavior of the face-recognition models based on the quality estimation
techniques, the evolution of the FNMR curves for the values of 0.5%, 1%, 2%, 5%, 15%, and
20% is shown.

For an FNMR initially set at 0.5%, as shown in the figure, the system had a very low
similarity threshold. This makes the system more vulnerable and less secure, as it is more
permissive to noise and poor-quality images. This factor worsens the FNMR calculations as
the system contains a high false rejection rate and, with it, the utility of the system. As can
be seen in the figure, the difference between the quality models was small. All models had
the same behavior up to the 50% rejection point of the images. At this point, the images that
formed the FNMR curve were the ones with the best quality and had a significant impact
on the metric. In the case of FaceQNet, the metric improved, but it was still the worst curve
compared to the other models. In the case of SER-FIQ, with a rejection of around 90% of the
images, it showed a significant improvement in its metric. Therefore, SER-FIQ performed
better when the image quality was high. As for MagFace, we obtained the curve of the
scores extracted with respect to the Insightface model (over the model) and the curve with
respect to MagFace’s own FR model. It can be seen how both models performed almost
on a par up to the point where the images increased in quality according to the MagFace
model. With the increase in quality, the MagFace face-recognition model performed better,
obtaining a metric with up to 0.1% over the curve of the FNMR on top model.
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With the increase of the defined FNMR threshold set at 1.0%, 2.0%, and 5%, the
evolution of the FNMR curves was affected in the same way as with a similarity threshold
set for an FNMR of 0.5%. As can be seen in the figure, as the FNMR threshold increased,
the system became more-secure and less-tolerant. From these thresholds, we will see how
the quality estimation models actually work.
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Figure 4. FNMR curves.

For a similarity threshold corresponding to an FNMR of 15%, it is shown how the
FNMR evolved for high similarity thresholds, a system that was less permissive with the
inputs. As can be seen, the Insightface FR model performed better with the scores extracted
by the MagFace model.

On the other hand, the metric of the MagFace model (same model) was obtained,
which improved with increasing system security. It can be seen how the curve decreased in
the FNMR value considerably with respect to the percentage of rejected images in the set.
The MagFace model obtained a better metric with respect to the rest of the models.

In addition, the analysis was performed for an FNMR value set at 20%, as shown in
the figure. For this higher similarity threshold, the system behaved in the same way as
for the 15% threshold. The Insightface FR model showed an improvement in the FNMR
curves. This was because the model was not optimal in the similarity extraction performed
to obtain the similarity matrix. Even so, the MagFace quality estimation model was still
the best-performing model for this Insightface model. On the other hand, we obtained
the curve of the MagFace model (same model), which still presented the best metric of all
models due to the optimal similarity extraction by the FR model and the use of its own
quality scores provided by the model.

4.2. Face Quality Assessment Bias

Biometric image quality estimation plays a crucial role in facial-recognition systems,
directly influencing their accuracy and reliability. However, as we advance in the application
of techniques like SER-FIQ, MagFace, and FaceQNet, it is essential to recognize the grow-
ing concern about biases in these models. Biases in quality estimation can arise from
various sources, such as imbalances in the datasets used to train these models, thereby
reflecting biases present in society and the available images. This study aimed to analyze
and understand the presence of biases in SER-FIQ, MagFace, and FaceQNet, examining
how these biases can affect the assessment of biometric image quality and, ultimately,
equity and accuracy in facial-recognition applications.

4.2.1. Bias Assessment According to the Person’s Hair Color

The study of biases in the hair color of individuals within the SER-FIQ, MagFace, and
FaceQNet quality estimation models revealed an important aspect of equity and accuracy
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in biometric image assessment. It was observed that these models can exhibit certain levels
of bias with respect to hair color, raising concerns about their ability to provide unbiased
quality estimations. Bias in hair color can arise due to imbalances in the training data,
where certain demographic groups may be underrepresented or misrepresented. This study
aimed to quantify and assess the extent of such bias in SER-FIQ, MagFace, and FaceQNet,
with the goal of raising awareness about these issues and working towards improving
equity in biometric image quality assessment in the field of facial recognition.

In order to study the biases through hair color, we obtained graphs with the quality
scores for each of the models. In the FaceQNet model, the bias due to hair color was studied
as shown in Figure 5. As can be seen, the FaceQNet model is biased. When the model
received an image of people with blond or brown hair color, it estimated a lower image
quality than people with black and gray hair. As for the estimation between people with
gray hair and black hair, the model estimated similar qualities, but performed better for
people with gray hair.

Bias assessment for SER-FIQ

Score Quantily
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en
si
ty

D
en
si
ty

D
en
si
ty

Score Quantily Score Quantily

Bias assessment for Magface Bias assessment for FaceQnet

Figure 5. Quality scores by hair color.

To evaluate the bias of the MagFace model, the same criterion as in the previous
models was used. Figure 5 shows the distribution of the quality scores of the MagFace
model on the user’s hair color. This model obtained a higher quality score on images of
people with black hair. In the case of gray and brown hair, the model behaved similarly,
obtaining worse quality scores than for users with black hair. In this case, the MagFace
model performed worse for people with blond hair. For this type of person, the model
estimated lower quality scores than for other hair colors. The model made a clear distinction
between the different hair colors, and there was an important bias in this aspect. As for
the SER-FIQ model, Figure 5 shows how the model presented a similar behavior to all the
users’ hair types, but made a very clear distinction with brown-haired users. For this hair
type, the SER-FIQ model estimated higher quality scores than for the other hair colors. On
the other hand, there were gray-haired users for whom black-haired users will have higher
quality and blond-haired users will have lower quality.

4.2.2. Bias Assessment According to Facial Occlusions

Figure 6 shows the different quality estimation curves according to the facial occlusions
contained in the image. In this case, it was clear that the FaceQNet model estimated low
qualities for people with glasses. This can be a problem since, by estimating a low quality
for this type of occlusion, when a system is quite safe, it will run the risk of rejecting all
images of people with glasses, something that would be wrong since wearing glasses
should not be estimated as a worse quality. This type of problem usually occurs due to
reflections on the glasses when taking the picture. On the other hand, the model worked
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worse for people without beards than for people with beards, which indicates that the
model has probably been trained with more images of users with beards than without
beards. Finally, the model performed similarly for users with beards and with users with
mustaches, but estimated a better quality for people with beards. The model contained an
important bias with which people with glasses will be greatly affected when the system
validates their image as good in terms of quality for subsequent facial recognition.

Bias assessment for SER-FIQ

Score Quantily
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si
ty

D
en
si
ty

D
en
si
ty

Score Quantily Score Quantily

Bias assessment for Magface Bias assessment for FaceQnet

Figure 6. Quality scores by facial occlusions.

As in the other models, MagFace made a distinction when it came to quality on people
with glasses, giving a lower quality to such images. In this case, the difference is very
noticeable when viewing Figure 6. As for people with or without beards and people with
mustaches, the model was also biased, although not to as great of an extent as it was with
people wearing glasses. This difference in quality can cause a major problem when it is
used for facial recognition.

Figure 6 depicts the behavior of the SER-FIQ model with respect to a series of oc-
clusions. For the occlusions, the SER-FIQ model showed a significant bias between the
different occlusions. The occlusion that estimated the worst quality score was for glasses
wearers. It was not as significant a bias as in FaceQNet, but it did affect this factor of glasses
in terms of quality. The SER-FIQ model estimated higher quality for users without beards;
the fact that there was no occlusion in the facial region made this model perform much
better. Finally, the model performed similarly for users with mustaches and users with
beards, estimating higher quality for users with beards.

4.2.3. Bias Assessment According to the Age of the Person

Research into biases related to age in the SER-FIQ, MagFace, and FaceQNet quality
estimation models highlights a fundamental concern in the field of facial recognition. It has
been identified that these models can exhibit certain levels of bias with respect to people’s
age, raising questions about their ability to provide objective and equitable assessments of
biometric image quality. Age bias can arise due to the unequal representation of different
age groups in the datasets used to train the models, which can lead to inaccuracies in
quality estimation and ultimately result in less-reliable performance in facial-recognition
applications. This study aimed to quantify and analyze the nature and extent of such bias
in SER-FIQ, MagFace, and FaceQNet, with the goal of raising awareness about these issues
and promoting improvements in equity and accuracy in quality-estimation models in the
field of facial recognition. Another sign of bias in the FaceQNet model can also be seen in
Figure 7. The model estimated lower image qualities for young people than for adults.
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Bias assessment for SER-FIQ
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Figure 7. Depending on the age of the person.

As for the age of the users, according to Figure 7, there was a small bias in the model.
For young people and adults, the model behaved similarly. However, for young people,
the model estimated a higher quality.

In Figure 7, it can be seen how the SER-FIQ model was not biased in terms of the age
of the person in the photo. As can be seen in the graph, the model estimated almost the
same quality value for young people as for adults. It is not biased in this respect.

4.2.4. Bias Assessment According to the Sex of the Person

In Figure 8, we can see how the sex of the person affected the subsequent quality
estimation in the FaceQNet model. As can be seen, there was a large bias between sexes.
The model estimated higher image qualities for the male sex than for the female sex. In
view of the results, this quality-estimation model will have low quality scores for female
glasses wearers, an important bias for subsequent face recognition. We evaluated how the
sex of the person affected the quality of the image defined by the model. Figure 8 shows
the behavior of MagFace. This model had a significant bias with respect to the sex of the
person. It can be seen how the model estimated high quality values when the sex was male.
In contrast, if the sex was female, the model’s quality score was lower.
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Bias assessment for Magface Bias assessment for FaceQnet

Figure 8. According to the sex of the person.
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MagFace had important biases when estimating the quality of an image. One of them
was the fact of being male or female. If one was of the female gender, the image was more
likely to be rejected before performing face recognition. On the other hand, the model made
a clear distinction between people with glasses and those without. The quality value of
an image was greatly affected by the fact of wearing glasses. This bias hinders good face
recognition.

Because MagFace’s quality scores were extracted from the feature vectors that the
model extracted from each image, looking at the biases present in MagFace’s model, it can
be seen that MagFace’s face-recognition model was also biased for the same aspects. This
occurred because MagFace’s FR model is in charge of determining the final quality score
for each image.

Like the FaceQNet model, SER-FIQ obtained better quality scores for images featuring
men than for images featuring women. Significant bias can be seen in the bias evaluation
curve.

The SER-FIQ model worked well on people of any age. On the other hand, it obtained
a higher bias among people of different sexes and accentuated the loss of quality on people
wearing glasses.

5. Conclusions

Studying biases in a biometric image quality estimation models is of paramount
importance in today’s context. This imperative arises from the escalating centrality of facial
and biometric recognition systems across diverse domains, encompassing security, online
authentication, and automated decision-making. Detecting and understanding biases in
these models not only ensures a fair and equitable application of the technology, but also
helps prevent unintended consequences, such as discrimination and privacy breaches.
In-depth research on these biases not only reveals existing challenges, but also provides a
solid foundation for improving the models and promoting more ethical and responsible
practices in the field of biometrics and facial recognition. Ultimately, this kind of research
is essential to ensure that biometric technology serves as a precise and fair tool for the
collective benefit of society.

In conclusion, this investigation underscored the critical importance of addressing
and understanding biases in biometric-image-quality-estimation models, such as SER-FIQ,
MagFace, and FaceQNet. These biases have the potential to undermine equity and objec-
tivity in facial-recognition applications, compromising the accuracy and reliability of the
systems. Identifying gaps in these models, whether associated with gender, age, hair color,
or other factors, is an essential step toward improving fairness and ethics in the field. While
it may not be possible to completely eliminate these gaps, multifaceted approaches can
be adopted, including diversifying training datasets, ongoing evaluation, education, and
awareness, as well as technological improvements. By actively recognizing and address-
ing these issues, we can progress towards impartial and precise image-quality-estimation
systems in the realm of facial recognition, thereby meeting higher ethical standards and
benefiting a more-inclusive and -equitable society.

Tackling the disparities in biometric image quality estimation persists as a challenge
in the domains of biometrics and facial recognition. Although the absolute eradication of
these disparities may prove elusive, a repertoire of strategies and methodologies can be
implemented to enhance the accuracy and robustness of quality estimators:

• Advanced algorithms: Continuously improving and developing algorithms that can
detect a wide range of image quality issues, including noise, blur, and distortion,
constitute a pivotal endeavor.

• Machine learning: Leveraging machine learning techniques to train models on di-
verse datasets can help improve the ability of quality estimators to adapt to various
conditions and populations.
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• Diverse training data: Ensuring that training data used for quality estimation include
diverse populations, distinct lighting conditions, and a wide range of image variations
can reduce biases.

• Bias detection and mitigation: Implementing techniques to detect and mitigate biases
in quality-estimation models, especially those related to demographics, can enhance
fairness and accuracy.

• Feedback loops: Establishing feedback loops within recognition systems to reevaluate
and potentially reacquire low-quality images can help improve the overall quality of
the biometric database.

• User-centric approaches: Integration of user input and preferences into quality-
estimation processes can augment user experience and engender trust in biometric
systems.

• Continuous research: Maintaining an active research effort in the field to stay updated
with the latest advancements in image quality estimation is crucial.

• Ethical considerations: Ensuring that ethical considerations are part of the develop-
ment process, including addressing potential biases and privacy concerns, is essential.

• Standards and regulations: Adhering to established standards and regulations for
biometric data collection and quality assessment can help ensure consistency and
fairness.

• Transparency and accountability: Promoting transparency in the development and de-
ployment of biometric systems and holding developers accountable for their systems’
performance and biases is important.

While the complete elimination of disparities in biometric image quality estimation
may remain an elusive goal, amalgamating these strategies can serve to diminish errors, am-
plify system efficacy, and guarantee that biometric technology attains heightened reliability
and equity for all end-users.
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