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Abstract
This paper reviews the state of the art in visual privacy protection techniques, with par-
ticular attention paid to techniques applicable to the field of Active and Assisted Living
(AAL). A novel taxonomy with which state-of-the-art visual privacy protection methods can
be classified is introduced. Perceptual obfuscation methods, a category in this taxonomy,
is highlighted. These are a category of visual privacy preservation techniques, particularly
relevant when considering scenarios that come under video-based AAL monitoring. Obfus-
cation against machine learning models is also explored. A high-level classification scheme
of privacy by design, as defined by experts in privacy and data protection law, is connected
to the proposed taxonomy of visual privacy preservation techniques. Finally, we note open
questions that exist in the field and introduce the reader to some exciting avenues for future
research in the area of visual privacy.

Keywords Visual privacy preservation · Active and assisted living · Privacy by design ·
Perceptual obfuscation · Machine obfuscation · Facial de-identification

1 Introduction

Active and Assisted Living (AAL) systems aim to improve the quality of life for older
adults and individuals with disabilities by leveraging information and communication tech-
nologies in a range of environments such as homes, workplaces, and public spaces. These
systems integrate an array of sensors, which can be either worn by the user or installed in the
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environment, to gather information about the individual’s status and surroundings, enabling
seamless interaction between the person and their environment. The data collected by these
sensors is then processed by intelligent systems to offer tailored and advanced healthcare
services.

The use of video-based devices in AAL is becoming increasingly common due to the
application of computer vision techniques that enable the monitoring of environments and
reporting of visual information. This is often the most direct and natural way of describing
events, people, objects, actions, and interactions [119]. These advancements have transformed
video cameras into ‘smart cameras’ and expanded their capabilities to tasks such as face
recognition, object recognition and tracking, people identification, recognition of actions and
activities of daily living, and even human behaviour analysis over an extended period [25,
35]. However, despite their potential benefits, their usage is currently limited, mainly due to
ethical, legal, and privacy issues.

There are two major issues to address regarding visual privacy. One is identity protection,
where the identity of the person in a visual is to be hidden from entities who might analyse
the feed without the necessary access privileges. Following convention, these entities will be
addressed as adversaries in this review. Adversaries can either be persons who view sensitive
visuals without being provided with the necessary consent, or machine learning models that
train on data collected without user consent. The second reason for visual privacy is the
preservation of trust for persons who are monitored.

A typical AAL care home might be equipped with RGB cameras, the feeds of which are
monitored and analysed to provide support to the residents in time of need. In these cases, the
identity of the resident is of relatively less interest, as that is usually of a more public nature.
A typical AAL care home resident, for example, could have given consent for them to be
monitored by the home’s personnel and their family for safety reasons. But a level of trust
needs to be preserved for cameras to be deployed in privacy-sensitive settings. Borrowing the
categorisation of privacy provided by Clarke [32, 33], what is crucial, however, is the need to
preserve the resident’s bodily privacy in various sensitive scenarios. Bodily privacy refers to
the privacy regarding images of the body. More precisely, it considers the activities that are
carried out, and the loss of privacy given the nature of some of these activities (e.g., nudity
during showering, etc.).What is also of interest is to preserve the privacy of sensitive personal
behaviour, such as a person’s political activities, sexual habits, religious practices, and with
the personal space required to facilitate such behaviour. To obtain and preserve this element
of trust, visual privacy needs to be preserved at every stage of a system used for monitoring.

With this idea in focus, this document surveys the state of the art in visual privacy protection
methods, with special attention paid to the concept of visual obfuscation. The dichotomy
between identity protection and bodily privacy can also be observed in the classification
scheme this paper proposes for visual privacypreservation techniques.Perceptual obfuscation
methods (explained in Section 4.1) aim to preserve trust through the protection of bodily
privacy. Machine obfuscation methods (explained in Section 4.2) are mainly aimed at the
protection of identity from machine learning models.

This review introduces a framework with which visual privacy protection methods can be
classified under, and introduces terminology that can be used to categorisemethods developed
to provide visual privacy. It attempts to capture thefield in a broad sense,while also connecting
the state-of-the-art in the field to the framework of privacy by design [24]. This is important,
since privacy is a societal problem, rather than being a challenge that is purely technical
in nature. Solutions that are deployed need to provide privacy from the ground up, while
providing users with enough knowledge and options to control the flow of data which is
obtained from their actions.
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This work is meant to serve as more than merely a survey of the state-of-the-art. It seeks to
provide the connection between high-level concepts defined in the area of privacy by design
to the lower level taxonomy ofmethods proposed in this review. This is meant to introduce the
reader to the idea of end-to-end privacy preserving systems to be used in environments like
care homes, to highlight the practical relevance of privacy preserving technologies developed,
and to push the field towards a placewheremore of the techniques developed through research
are deployed in real-world scenarios. This is especially importantwhen considering the ageing
demographics in most developed nations, a trend that is expected to continue in the future.
Considering this, there is the urgent need for more privacy to be imparted to the part of the
population which will require monitoring to receive long-term care in private settings or in
care homes.

1.1 Contributions

The central contributions of this review are as follows:
1. With emphasis on visual obfuscation methods, this paper reviews the state of the art in

visual privacy protection methods.
2. It proposes a novel classification scheme to make sense of visual obfuscation methods.
3. This paper connects low-level concepts in the field of visual privacy to high-level concepts

encountered when discussing privacy by design.

1.2 Review structure

The rest of the review is structured as follows. Section 2 looks at prior relevant reviews. Section
3 explores the state of the art in visual privacy protection methods. A novel classification
scheme for the methods in this category is also introduced. Here, the review expands on those
methods that are classified by the scheme under the categories of intervention methods, blind
vision, secure processing and data hiding [104].

Section 4 explores in greater detail the state of the art in visual obfuscation methods,
another subcategory of visual privacy protection methods that is essential to this review.

Section 5 explains the concept of privacy by design, a high-level concept in systems design
essential to the creation of truly end-to-end private systems. In this section, the paper links
together a categorisation scheme proposed for ensuring privacy by design to the scheme
proposed in this review for categorising visual privacy protection methods.

Section 6 introduces the reader to performance evaluation setups usedwhenmeasuring the
efficacy of privacy preservation techniques. Important technical privacy metrics which are
frequently employed are explored. It also introduces the reader to datasets that are commonly
used to train models that work to impart visual privacy. Meta-studies are also explored
which evaluate the real-life effectiveness of performance evaluation frameworks employed
for privacy preservation techniques, through the use of user acceptance studies. Finally,
Section 7 concludes the survey by introducing the reader to important future work to be
conducted to advance the field.

2 Prior reviews

Prior work has attempted to systematise knowledge in the field of visual privacy preservation
[88, 104, 121]. Padilla-López et al. (2015) [104] introduces the reader to a taxonomy of
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visual privacy preservation techniques seen in the literature. These are grouped under five
major categories based on the manner in which they impart privacy, these being Intervention
Methods, Blind Vision, Secure Processing, Data Hiding, and Redaction methods. Redaction
methods are further subdivided into image filtering, encryption, k-same family of algorithms,
object / people removal, and visual abstraction. The authors also provide a survey of privacy-
aware intelligent monitoring systems as part of their review.

Another more recent work by Meden et al. (2021) [88] provides a taxonomy of meth-
ods for the area of biometric privacy enhancing technologies, paying particular attention to
facial biometrics. The survey also introduces a taxonomy of biometric privacy enhancing
techniques. The taxonomy of methods is grouped based on 6 criteria, namely - the biometric
attributes used, biometric utility, referring to the usefulness of data for automatic extraction
of various attributes like health indicators and identity information, guarantees of recon-
struction from privacy-enhanced data, target from which the data is to be hidden, type of
mapping used (reversible or irreversible mapping), and type of data the method is applied to.
The classification scheme introduced along with the grouping criteria can be seen in Fig. 1.

The survey by Ribaric et al. (2016) [121] is a broader survey of the field of privacy
preservation, touching on aspects of privacy for multimedia data, including both visual and
non-visual (e.g. audio) data. The survey provides an overview of de-identification approaches
for non-biometric identifiers (e.g. text, hairstyle, dressing style, licence plates), physiological
identifiers (e.g. face, fingerprint, iris, ear), behavioural (e.g. voice, gait, gesture) and soft-
biometric (e.g. body silhouette, gender, age, race, tattoo) identifiers in a multimedia context
(Fig. 2). The authors then present examples of methods used to provide privacy to users based
on these classifiers.

In contrast to the prior reviews in the field, this work seeks to present privacy preservation
techniques that are meaningful in AAL applications. Therefore, the focus is on protecting
bodily privacy, and is not concerned with whether the identity of the person is protected, as
that is something commonly of a public nature. A broader exploration of the state of the art

Fig. 1 Classification of Biometric Privacy Enhancing Technologies (Reprinted from [88])
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Fig. 2 Taxonomy of identifiers in multimedia content (Reprinted from [121])

is presented, tying together concepts from the privacy by design literature to ideas coming
from computer vision.

As the focus of this review is on biometric identifiers that affect bodily privacy in the
scenario of visuals from private settings or care home environments supporting AAL, some
identifiers of direct importance here are behavioural identifiers (e.g., gait, gestures, actions,
or activities), dressing styles, and body silhouettes. It might also be the case that wearable
cameras are used to provide an AAL service. In this case, when the user moves out of the
private environment, they might encounter other persons who might not have consented to
being monitored. Hence, there is a need for stricter measures of privacy to be implemented
through the obfuscation of other biometric identifiers. These are faces (in still and video
images); gait, and gesture; scars, marks, and tattoos; and the hair, and dressing style. These
have the potential to reveal the identity of passers-by to observers of the visual feed.

Obfuscation of some of these above-mentioned identifiers: scars, marks, and tattoos, and
the hairstyle or dressing style have not been explored in the literature to the best of the authors’
knowledge. Anonymisation techniques targeting other identifiers are explored in some depth
in the next sections of this review, namely those concerning body silhouettes (using full-body
de-identification), gait, and faces.

2.1 Methodology

Papers in the field of visual obfuscation reviewed in this work are listed in Table 1. Importance
is given to research published in the field of perceptual obfuscation, as it is especially relevant
for AAL. This work also puts more emphasis on work published after 2016, as it reviews the
advances in the field which are not covered in the review by Padilla-López et al. [104]. Since
the rise of deep learning, the field of computer vision has also undergone a revolutionary
change. Arguably, most state-of-the-art methods proposed to impart visual privacy attempt
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to do so through the use of deep learning. This is also reflected in the methods surveyed as
part of this review.

Works surveyed were selected primarily through the use of Google Scholar. As the pro-
posed taxonomy expands on the work proposed by Padilla-López et al. (2015) [104], filtering
was done on works published in or after 2016. The keywords used for the searches include
Visual privacy, survey, avatar, visual abstraction, SMPL, filter, privacy filter, facial privacy,
face anonymization, full-body anonymization, body replacement, gait anonymization, and
gait privacy.

This yielded search results thatwere thenfiltered based on thefit of thework, the publishing
venue (filtering was done so that only Q1 and Q2 journals according to the Clarivate Journal
Citation Reports1 were selected, along with conferences that fall into the top quartile of
conference rankings (A or A* from the Computing Research and & Education conference
rankings2 were selected)). Most exclusions were done based on assessing the relevance of
the document at the title and abstract level, with fewer falling to the category of not fitting
into the theme of the review.

Exceptions to these filtering rules were also applied, especially when there were only few
publications in the area. For selecting works relating to gait anonymisation, for example, it
was necessary to select papers from venues that fell outside the selection criterion as this is
a research area that is arguably not widely explored in the literature.

3 Visual privacy preservationmethods

Building on the taxonomy for visual privacy preservation methods introduced by Padilla-
López et al. (2015) [104], this review categorises visual privacy preservation methods into
5 categories: intervention methods, blind vision, secure processing, data hiding, and visual
obfuscation (Fig. 3).

3.1 Interventionmethods

Intervention methods are those techniques that interfere during the data collection phase,
preventing private visual data from being collected from the environment. Perez et al. [109]
classify these methods under three categories - sensor saturation, broadcasting commands,
and context-based approaches.

Sensor saturation methods impart privacy by feeding the input device’s sensor a signal that
is far more in amplitude than the maximum that the device can handle. Physical interventions
that prevent the capture of private images under sensor saturation schemes are also present
under this category. One of the most commonly used intervention methods of this type are
commercial webcam covers, also known as privacy stickers for laptops and phone cameras.
These are stickers that can be stuck onto the camera, and some can be closed and opened
at will. The nature of the adhesive and the construction of the blocking mechanism differs
between methods [11, 54, 64, 93, 94, 122].

The Blindspot system [106] consists of a camera lens tracking system that locates retro-
reflective CCD or CMOS cameras in the vicinity, along with directing a pulsing light at the
camera’s lens that distorts recorded visuals. Anti-paparazzi devices have also been devised

1 https://jcr.clarivate.com/jcr/home
2 http://portal.core.edu.au/conf-ranks/
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Fig. 3 A taxonomy of visual privacy preservation techniques for AAL. The topic of environmental privacy is
connected with dotted lines to show that it is an under-researched but important topic

that qualify as intervention methods. Harvey and Knight [55] describe anti-paparazzi devices
that are cloaked as fashionable clutch bags. These detect camera flashes with the use of light
sensors along with IR sensors to detect autofocus lights. The intervention device then uses
an array of LEDs to produce pulses of light bright enough to overexpose photos taken by the
photographers.

Zhu et al. [174] created the concept of LiShield, which protects a physical scene against
photographing. This is achieved through the use of smart LEDs, which emit specially con-
structed waveforms to illuminate a scene. The LEDs emit intensity modulated waveforms
that are imperceptible to the human eye, but their waveforms are constructed in such a way as
to interfere with the image sensors ofmobile camera devices.Mobile phones have also started
to be shipped with inbuilt mechanisms for sensor saturation-based intervention. Examples
include the PinePhone [115] which comes with physical ‘kill switches’ for configuring its
hardware. These can be individually configured to disable both its front and rear cameras,
among other peripherals [114].

Broadcasting commands are another category of interventionmethods,where devices broad-
cast commands using various communication protocols to disable input devices present
around the subject. One example is Hewlett-Packard’s concept of a paparazzi-proof cam-
era. This includes cameras with inbuilt facial recognition, which upon receiving a remote
command, selectively blurs sensitive parts of images containing faces [113]. Broadcasting
commands are considered less effective than their physical counterparts, because user con-
sent3 is required for these methods to work. Broadcasting commands are also arguably less
popular as intervention methods than sensor saturation methods.

Context-based approaches are used by devices that use various methods of context recog-
nition to understand the scene of data collection. Once recognised, the context is used to
dictate whether data is to be collected or not by triggering software actions at the sensor
level. One example of this is the Virtual Walls framework described by Kapadia et al. [65],
where devices use contextual information such as GPS data to trigger software action like
the disabling of sensors in the device. This allows users to control their digital footprint. To

3 In this case the photographer’s as they are the users of the camera
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the best of the authors’ knowledge, this has not been implemented in commercial devices.
Context-based approaches are also arguably less popular than other intervention methods.

3.2 Blind vision

Blind vision refers to the methods by which the processing of images and videos is done in
an anonymous way [9, 10, 45, 126]. Blind vision methods allow commonly used computer
vision tasks to be executed without compromising on the privacy of neither the algorithm
used for computing, nor the data itself. Blind vision works through the use of secure multi-
party computation (SMC) techniques, a subfield of cryptography that allows computations
to be performed privately. This allows algorithms to be executed privately, but at the same
time leads to the slowdown of computation due to the overhead involved.

3.3 Secure processing

Those privacy preservation methods that are not based on SMC, but which still can process
visual information in a privacy respectful way, are classified in this review under secure pro-
cessing. These refer to algorithms and queries where privacy is required in a unidirectional
sense: the databases on which the queries are performed are usually public, but the query
and its results are to be kept private. One relevant example is the image matching algorithm
for private content-based image retrieval (PCBIR) [130]. Algorithms that reject visual infor-
mation that is not necessary for processing are also considered by the authors to be under
the framework of secure processing. As an example, consider the concept of using depth or
thermal cameras as the sensor device in conducting privacy preserving machine learning.
These devices allow the observer to glean some information from the visual feed (e.g., num-
ber of people in the room, the activity being performed etc) while hiding the most commonly
utilised privacy-sensitive information (facial identity, location information, etc) [58]. The
visual anonymisation strategy proposed in Al-Obaidi et al. [4] that still allows for human
action recognition, is another example of an algorithm that comes under the umbrella of
secure processing. The authors propose the use of an anonymization strategy resulting in the
creation of highly anonymised silhouettes of the person being observed, thus allowing only
the motion of body parts involving an action to be intelligible on the feed.

There are also secret sharing schemes that can be classified under secure processing,
wherein inference is not done on the original data, but on privacy preserving derived data
obtained from the original. One example is the scheme proposed by Upmanyu et al. [142], in
which images are split into multiple privacy preserving parts, which can then be distributed
across nodes. Algorithms can then be applied on these image parts privately. Homomorphic
encryption schemes also figure into the space of secure processing. These allow data to be
encrypted in such a way that algorithms can still be run with utility on the resulting encrypted
data, thereby protecting privacy. Homomorphic encryption has been successfully applied in
computer vision applications as well [16, 158].

3.4 Data hiding

Data hiding methods refer to privacy preservation methods that, in addition to modifying
privacy-sensitive regions in images, aim to embed the original information inside the modi-
fied image so that the original can be retrieved if its need arises. Petitcolas et al. [111] provide
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a useful classification of data hidingmethods. Under the process, embedded data (secret mes-
sage) is hidden within another message (cover message) which in this case is a video frame.
Thus, a marked message is obtained as a result of this hiding process. Data hiding techniques
include steganography, digital watermarking, and fingerprinting. Steganography uses a key
to allow the recovery of the secret message. Digital watermarking encodes the information
about the ownership of an object by a visible pattern, such as a logo. Fingerprinting, con-
versely, hides serial numbers that uniquely identify an object inside an image, such that the
owner of the copyright can detect violations of licence agreements. In the context of visual
privacy protection, watermarking can be used to hide the sensitive attributes in an original
video inside an obfuscated version. As an example, for facial privacy preservation, Yu and
Babaguchi [160] hide real faces inside frames of a videowhere the real face has been replaced
by a generated one. Quantisation indexmodulation [28] is used for the process of data hiding,
and the original information can be retrieved using a secret key. This method, however, has
limitations such as the artificial nature of the generated faces, and a lack of control for the
generated expressions.

Depending on whether the method is fully reversible or not, data hiding techniques allow
recovery of the original video to various extents. Fully reversible data hiding methods allow
the original to be restored without information loss [100]. With non-reversible methods, the
original image cannot be fully restored, but this usually means an increase in hiding capacity
[155, 165].

PECAM[153] is amethod that uses elements of data hiding for creating reversible privacy-
preserving transformations of images. This is, however, a method which can be used in two
different modalities where the system can either produce reversible image transformations
or be irreversible. For this reason, in this review, PECAM has been categorised as a visual
obfuscation method and is explained in more detail in Section 4.

4 Visual obfuscation

This work classifies methods that seek to hide sensitive visual information directly from
adversaries under visual obfuscation methods. They are divided into two major categories,
perceptual obfuscation and machine obfuscation, based on their intention and the type of
adversary from whom the private data in an image is to be obfuscated. The landscape of
visual obfuscation methods analysed in this review can be seen in Table 1.

The following sections deal with the state of the art in each of the major subcategories of
perceptual obfuscation methods.

4.1 Perceptual obfuscation: Targetting human observers

In the case where obfuscation targets human observers, methods aim to impart visual privacy
for users who wish to keep private from humans without the necessary access privileges,
i.e. perceptually (therefore, ‘perceptual obfuscation’). The primary objective of this category
of methods is to create images in which the privacy-sensitive elements are perceptually
different from the original. Although the lines are blurred between some methods, these
types of techniques can broadly be split into five subcategories of methods based on the
result - Image filtering, facial de-identification, total body abstraction, gait anonymisation,
and environment replacement. The latter, being an under-researched subject, is discussed in
Section 7.1.1 of this review.
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Perceptual obfuscation methods can also be either reversible in nature, where the original
image can be retrieved after modification, or conversely be irreversible. A broad treatment
of the classical literature in perceptual obfuscation is available in Padilla-López et al. [104].

4.1.1 Image filters

Image filtering is a class of perceptual obfuscation techniques that relies on the alter-
ation/redaction of images in a way that imparts privacy to an image. Image filters can be
applied globally to entire images, or to sensitive parts of images where privacy is required.
The simplest forms of these filters are blurring and pixelation.

Blurring filters slide a Gaussian kernel over an image, thereby using neighbourhood pixels
to influence the values of a central pixel (Fig. 13f). Although widely used in applications
as large as Google Maps, blurring has been shown to be ineffective for protecting identity
against various deep learning-based attacks, even while appearing de-identified to human
observers [87, 101]. For pixelation, a grid of a certain size is chosen for the sensitive pixels
in an image. For each box in the grid, an average colour over all the pixels within the box is
calculated and assigned to each pixel within the box (Fig. 13e).

Image filtering has been widely used in the media, especially to obscure the identity of
subjects who want to remain anonymous. These have, however, been primarily used offline
due to difficulties caused due to target drift across frames, the possibility of over-filtering, and
computing efficiency reasons. Real-time variants have, however, also been explored for use
during live-streaming. Zhou and Pun [172], for example, created ‘Face Pixelation in Video
Live Streaming´ (FPVLS) that allows for irrelevant4 face tracking and pixelation in real time.
The system utilises a multi-stage pipeline involving, in order, face detection and embedding
networks [146, 168] to obtain facial embedding vectors, a clustering algorithm (Positioned
Incremental Affinity Propagation) to associate the same person’s faces across frames, and a
refinement stage involving a two-sample test based on the empirical likelihood ratio statistic
to solve issues of drift in the proposed regions across frames.

These simpler image filtering techniques have, however, been shown in various studies
to not be robust in providing privacy [70, 87, 90, 98]. Deblurring techniques have also been
researched in literature [75, 124, 169]. It could be posited that these techniques can also be
repurposed as attacks against images obfuscated using blurring filters. Commercial tools for
deblurring have also been developed [67].

Morphing and warping are filtering techniques primarily used for facial anonymisation.
In morphing [71], the input face is morphed into a target face (see Fig. 4). This is done
using interpolation and intensity parameters, which are used to steer the positions of the
keypoints in the input face towards the target. In warping [72], a set of keypoint parameters
are determined using face detection techniques. These keypoints are then shifted according to
a ’warping strength’ parameter. The new intensity values are determined using interpolation.

Çiftçi et al. [31] propose a false colour filter as a means of visual privacy for images, which
involves converting RGB images to greyscale and mapping the pixel intensities to a set of
RGB pixel values based on pre-defined colour palettes. The scheme is reversible, allowing
the original image to be retrieved through storing a difference image and a sign image. The
method is lightweight and can be applied to any RGB image, though it is vulnerable to attack
through neural networks that learn the association between false colour pixels and the real

4 The term ’irrelevant faces’ refers to the faces of people which are not of the primary subject being tracked
in the video

123



Multimedia Tools and Applications (2024) 83:14715–14755 14727

Fig. 4 Morphing using various levels of interpolation and intensity parameters noted under each facial image
(Reprinted from [71])

object’s colours, compromising the privacy protection. Example results of the method are
presented in Fig. 5.

Adaptive blurring [166] is an algorithm that blurs privacy-sensitive parts of videos using
semantic segmentation masks. The algorithm uses DeepLab [27] to create segmentation
masks and a scale-dependent Gaussian blur to blur the sensitive areas based on the mask. The
algorithm also uses a custom symmetry-based strategy to guide the Gaussian blur application
on object edges. The filter radius and standard deviation for the Gaussian blur kernel are
set based on the estimated bounding box size. However, this approach does not account for
camera distortion or depth uncertainty, potentially leading to under-blurring or over-blurring.
Furthermore, commercial tools can deblur obfuscated images, reducing the security of the
pipeline [67].

Cartooning has been proposed multiple times in literature as a method for filtering images
for privacy reasons. Erdélyi et al. [44], for example, introduce a ’meanshift’-based method
for cartooning. With this, they reduce the total number of colours and simplify the texture
based on a neighbourhood pixel’s property, and use edge recovery to preserve the sharpness
of edges in the image. They also blur faces as part of the algorithm, and recolour parts of
the image by shifting the hue as part of the final algorithm. Erdélyi et al. [43] also improve
the previous work with the introduction of an adaptive filter, allowing users to determine
the level of obfuscation. Hassan et al. [56] introduce a deep learning scheme for cartooning
videos, by which privacy-sensitive objects in videos are replaced by abstract cartoon clip art.
For this, a region convolutional neural network (R-CNN) [49] is used to get bounding boxes
for the privacy-sensitive personal objects in the video. After selecting the right clip art and
correcting for pose (the algorithm utilises the histogram of oriented gradients method [39]),
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Fig. 5 False colouring done using the various palettes mentioned as row titles. The columns from left to right
represent the final false image obtained after filtering, the difference image, and the sign image respectively
(Reprinted from [31])

the clip art is inserted into the frame, creating privacy-preserving cartooning effects. Figure
6 shows the results before and after using the method.

Encryption methods for images can be viewed as image filtering that is reversible using
a key. Naive encryption schemes treat images as textual data and encrypt the entire stream,
leading to inefficiencies in real-time scenarios. To address this issue, selective encryption
schemes have been proposed that only operate on specific parts of the image, reducing
the total computation cost. Much of the classical literature in encryption is summarised in
Padilla-López et al. [104]. One notable recent attempt at using encryption for visual privacy
preservation is by Zhang et al. [164], who combine the concept of thumbnail preserving
encryption (or TPEs [151]) which replaces the images with their approximate thumbnail as a

Fig. 6 Image filtering done using cartooning. (a) shows the original image, while (b) is the resulting image
after the method has been applied (Reprinted from [56])
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replacement that balanced privacy and utility, with chaotic systems that generate randomness
for encrypting the frame. This reduced the time required for encryption and decryption5.

PECAM [153] is a system that allows for reversible filtering transformations through the
use of data hiding. The PECAM system is built for streaming, and allows for the creation of
filtered images that can then be reconstructed if such a need arises. In this scheme, depending
on whether the model is aiming to reconstruct the images after transformation, different
directions in the pipeline are followed. A generator (referred to as a transformer in the
paper) neural network and discriminator (termed reconstructor) network are trained using
the cycle-consistent GAN approach. The transformer is used to generate filtered images, and
the reconstructor is used to regenerate the originals if need be.

In the pipeline that requires reconstruction, a secret key is generated that is used by the
transformer and the reconstructor to guide the transformations. This is embedded into the
image using data hiding (steganography) as an alpha channel. This RGBA image is then fed
to the generator network, which after compression produces a filtered image that preserves
privacy. This filtered image can then be broadcast to viewers. This image can then be fed
to the reconstructor to create a reconstruction of the original image. In the cases where
reconstruction is not necessary, a lightweight network is used as the generator, which is
created through model distillation of the original network. After compression, this student
network outputs the filtered image that is broadcast to viewers.

One disadvantage of the PECAMnetwork is that the network could cause privacy leakage,
as it might not work well when the privacy-sensitive objects are close to the camera.

4.1.2 Facial de-identification

Facial de-identification involves generating artificial faces to protect facial features from
identification. These artificial faces need to be blended into the original image. The traditional
method for this task is to use the k-same family of algorithms [51, 52, 98].

State-of-the-art facial de-identification methods use Generative Adversarial Networks
(GANs). One such method is by Sun et al. [134], which uses keypoint generation to condition
an adversarial autoencoder (deep convolutional GANs). The scheme has two stages: the first
uses either a feature-redacted blacked-out or blurred image or the original image as input.
If the former, a landmark generator estimates facial landmarks as a heatmap; if the latter, a
landmark detector extracts the heatmap. The second stage takes the concatenated heatmap and
blacked-out original as input and generates realistic-looking faces through another adversarial
DCGAN autoencoder. Figure 7 illustrates this method.

Gafni et al. [47] propose a live facial de-identificationmethod for videos, where the system
distances facial descriptors from a target image of the person provided to the system. Facial
bounding boxes and keypoints are extracted from the video frame, and a similarity transfor-
mation matrix is obtained from these using an averaged face. The input face is transformed
using this matrix and passed through an adversarial autoencoder network to obtain an output
facial image and a mask. A linear per-pixel mixing of the input and output images is done,
weighted by the transformed mask, and then merged into the original frame using the convex
hull of facial keypoints to generate the final output. Figure 8 illustrates this method.

The approach by Li and Lin [78] is interesting for the way it straddles the worlds of both
perceptual obfuscation and machine obfuscation (explored in Section 4.2). This method,

5 TPEs allow for the creation of encrypted images that when are made into thumbnails exactly resemble the
thumbnails of the original images. These can then be decrypted into their original versions using a decryption
scheme
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Fig. 7 Two-stage facial de-identification framework used by Sun et al. (2018) [134]. The first stage outputs
a facial landmark heatmap, which is either generated or detected depending on input. This is then fed to a
head generation network in the second stage along with the blackhead input image, and a generated head is
inpainted into the image (Reprinted from [134])

named AnonymousNet, creates perceptually altered images based on knowledge of both the
facial attributes of persons observed and the distribution of those attributes in the real world
(approximated by the dataset in the image). The method aligns and crops faces using a neural
net referred to by the authors as a deep alignment network, after which it does facial feature
extraction usingGoogleNet [136] and random forest models [19]. This is then used as input to
a customprivacy preserving attribute selection algorithm,which obfuscates the features of the
face and lets the outputs resemble the features of the real world in terms of their distribution.
A de-identified face is then generated by a starGAN [30] model, conditioned by the features
selected by the algorithm in the previous step. Finally, to obfuscate the outputs frommachines,
adversarial perturbation is done on the output image, using a universal perturbation vector
defined by the DeepFool algorithm [96].

4.1.3 Total body abstraction

Total body abstraction methods aim to impart privacy by replacing the entire body of the
subject in a visual with another generated one. Most methods under this category arguably

Fig. 8 Framework used by Gafni et al. (2019) [47]. The setup outputs a de-identified facial image with a
similar pose, illumination, and expression to the original (Reprinted from [47])
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use semantic segmentation methods to segment out humans from frames, and then subse-
quently replace these with abstractions such as avatars. Other visual abstractions include
silhouettes, where a binary mask of the person is obtained (and sometimes modified for var-
ious purposes); invisibility, where inpainting techniques are used to replace the person with
the environment/background [34]; and background subtraction, where a background image
is generated and subtracted from the current frame to obtain a mask of the foreground object
(here a person) of interest [95, 120].

One particularly interesting total body abstraction method relied on the use of generative
adversarial models to generate full-body replacements. The approach by Brkic et al. [22]
uses conditional GANs (DCGANs) to synthesise entire bodies of subjects, while the faces
are generated using deep convolutional GAN models. The conditional GAN was trained
on pairs of segmentation masks and images, and is trained to operate on segmentations
with different levels of detail, from simple silhouette blobs to full-body segmentations with
detailed tags for individual garments. The results from applying the method can be seen in
Fig. 9

State-of-the-art human body pose estimation methods relying on the fitting of 3D avatars
to humans in frames can also serve to impart visual privacy. These mostly build on the
Skinned Multi-Person Linear (SMPL) model [84]. SMPL is created to be fast and to operate
with standard rendering engines, producing realistic looking avatars that do not produce the
unnatural joint deformation effects commonly seen in other avatar fitting schemes. Blend
shapes are represented in the scheme as a vector of concatenated vertex offsets. An artist
created mesh of 6890 vertices and 23 joints is obtained. The mesh used for the rendering
uses the same topology for men and women. The model also comes with other options such
as a spatially variant resolution and a skeletal rig. SMPL is, however, a function solely of
joint angles and face parameters. It does not consider some bodily actions such as breathing,
facial motions or actions, muscle tension, or changes independent of skeletal joint angles and
overall shape. SMPL also does not generalise well to account for all the variations found in
people’s body shapes, and produces unnatural deformations of blend shapes.

A recent example of a method devised using SMPL is Frankmocap [123], capable of both
hand and body capture and replacement in real time. Since the pose of hands is harder to
estimate than most parts of the body as they are small, the authors also built a custom 3D
monocular hand capture method that uses the hand part of the SMPL model to achieve this
task. One drawback of this scheme is that garments are not modelled for the avatar.

Fig. 9 Results from using the full-body de-identification method (reprinted from [22]). From left to right are
the outputs of various stages of the pipeline: The original image, a de-identified full-body image, the result
after addition of a synthetic face, and after blending into the original background
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Most advancements in avatar fitting have focussed solely on returning the SMPL param-
eters which stand in for the 3D body meshes, ignoring the garments worn. Some advances
over the standard SMPL model have focused on modelling garments worn by the person.
One such recent model is the SMPLicit [36]. This approach specifically models garment
topologies on top of the SMPL model. Garments are predicted through the use of a seman-
tically interpretable latent vector. The objective is to then be able to influence the looks of
garments by manipulating this interpretable vector. SMPL-X [107] is another extension of
the SMPL model, which generates avatars with fully articulated hands and facial expres-
sions. The Sparse Trained Articulated Human Body Regressor (STAR [103]) improves the
SMPL by producingmore realistic deformations, and with only 20% of themodel parameters
required for the SMPL. The model also generalises better to account for the variations in the
body shapes of the human population.

The creation of a dense correspondence between images and surface-based representations
is another active area of research. Some works have utilised depth images [116, 137, 148],
and others have employed RGB images to correspond to objects [20, 48, 171].

One noteworthy example using RGB images is the DensePose [97] framework. The
authors set about annotating persons appearing in the COCO dataset [80] through the use
of human annotators utilising a novel annotation pipeline, thereby creating a ‘DensePose-
COCO’ dataset. They then set about training deep neural networks to learn the associations
between RGB image pixels and the surface points of human bodies. The authors use a Mask-
RCNN segmentation model [57] and couple it with a Dense regression system (DenseReg)
[5] for the task. DensePose has also been successfully employed in protecting visual privacy
in AAL settings. Climent-Pérez and Florez-Revuelta [34] create various privacy preserving
visualisations using a union of masks obtained from DensePose and a Mask-RCNN model,
along with the original RGB image used as input for the models (See Figs. 12 and 13).

Object/People Removal Various algorithms are available to remove privacy-sensitive objects
and individuals from frames, which are referred to as total body substitution methods. After
removal, a gap is left, which is then filled with a generated background using inpainting
methods to create a coherent image. Image inpainting methods usually rely on information
from surrounding areas to fill in the gaps. In video inpainting, information from previous
frames can be used to inpaint subsequent frames, but temporal consistency between frames
must be maintained, which is referred to as background modelling in the literature.

There are various techniques that have been created for image inpainting. Paunwala [61]
classifies these into partial differential equation-based methods, exemplar-based methods,
and hybrid methods. The authors introduce a category of deep learning based inpainting
schemes, which have been increasingly used since the creation of generative adversarial
networks.

PDE-inspired algorithms - Algorithms in this category utilise geometric information to
do inpainting of the gaps, by looking at the image inpainting process as one of heat diffusion.
Several types ofPDE-inspired algorithms exist, notably anisotropic diffusion [110], diffusion-
based image inpainting [14], and total variational inpainting [125].

Exemplar-based methods - Initially created by Criminisi et al. [38], these algorithms
gather information from nearby regions or a database of images to fill in missing areas.
Texture synthesis is a subset of this category, where synthetic textures from one part of an
image are used to fill missing regions in another part of the image. Texture synthesis is slower
than other patch-based methods, as it performs inpainting on a pixel-by-pixel basis.

Hybrid Approaches - Hybrid approaches combine the advantages of both PDE-based
methods and exemplar-based methods to create better inpainting results. Examples include
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the approach by Bertalmio et al. [15], and the wavelet decomposition-based methods by
Zhang and Dai [167] and Cho and Bui [29]

‘Deep Learning’-based methods - Although their use in the scenario of object removal is
scarce, deep learning models have increasingly been used for image inpainting tasks. These
typically make use of generative adversarial networks, to create realistic looking inpainted
results [157, 159]. Similar approaches which have also utilised deep learning to do video
inpainting include [26, 66, 77, 102, 163].

4.1.4 Gait anonymisation

Gait is a unique biomarker used to identify individuals [13, 17, 82, 86, 147, 170], and gait
anonymisation is a newer area of research. deeper treatment of the subject of gait recognition
can be seen in the work byWan et al. [144]. Video surveillance anonymisation tools often use
filters like pixelation and blurring, , and then assume the gait to be anonymised in the process
[3]. However, these approaches result in an artificial-looking video and are vulnerable to
targeted attacks.

The approach proposed by Tieu et al. [140] suggests using deep neural networks to gen-
erate an anonymised gait. The algorithm inputs the original gait from the visual feed along
with a specially created ‘noise gait’ to a convolutional neural network, which outputs an
anonymising contour vector. The contour vector is processed to produce the anonymised
gait, which is then placed back into the original scene.

With the rise of generative adversarial models capable of state-of-the-art generative capa-
bilities, newer literature has focussed on leveraging their power to produce anonymised gaits.
Tieu et al. [141] create spatio-temporal generative models that can obfuscate gaits present
in videos, creating natural-looking sequences. This architecture makes use of one generator
and two discriminators. The generator accepts the original gait and random noise to generate
anonymised gaits. The first discriminator is a spatial discriminator which accepts a contour
vector extracted from frames of the gait, and tries to distinguish the shape of real gaits from
generated gaits at each frame. The results improve the naturalness of the shape of the gener-
ated gait. The second discriminator is a temporal discriminator, which distinguishes between
the temporal continuity of the real gait and a generated gait. This determines whether the
generated gait moves smoothly. A contour sequence is fed through a long short-termmemory
network [59], the outputs of nodes of which are concatenated to form one input vector for
the network. A binary anonymised gait is obtained through the generation process, which is
then colourised to merge into the original background.

This process is known towork only on high-quality silhouette inputs, and fails notablywith
low-quality silhouettes. Tieu et al. (2019) [139] expand on this work by creating a colourisa-
tion network, in addition to a different STGAN-based generator-discriminator architecture
defined in [141]. Through this approach, the authors were able to provide gait anonymisation
for low-quality silhouettes as well (Fig. 10).

4.2 Machine obfuscation: Targetting algorithms

This review classifies algorithms that aim to protect user privacy from machine learning
algorithms as machine obfuscation techniques. These techniques employ generative models,
specifically GANs, and are commonly referred to as attacks since they aim to attack the
validity of deep learning models used for automated analysis.
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Fig. 10 From top to bottom, the original gait, low-quality silhouette of the gait, results from applying STGAN
[141] and the results from applying the improved method proposed in [139] (Reprinted from [139])

Machine obfuscation attacks can be split into two different types - Poisoning attacks and
Evasion attacks [131]. Their objective is to create imperceptible changes in images that cause
misclassification in machine recognition models. These changes should also be perceptually
pleasing to evade humans from detecting their presence, and to be useful for sharing on
popular photo sharing applications.

4.2.1 Poisoning attacks

Poisoning attacks are a type of machine obfuscation attack that aims to disrupt machine
learningmodels by introducing specific ’poisoned’ images during the training process. These
attacks can be categorised into ’clean label’ attacks and ’model corruption’ attacks.

Clean Label Attacks Clean label attacks involve the creation of adversarial noise to make
machine learningmodels misclassify a specific image or set of images containing the person4
[127, 173]. The adversarial noise is created in a specific way to alter the feature space used
by the models for recognition, causing them to classify unaltered images incorrectly during
testing.

Most clean label attacks work on the possible misclassification of a single preselected image
that is introduced, although exceptions do exist. Shan et al. [131] developed Fawkes, which is
one such approach through which users can produce ‘cloaked’ images of themselves through
the addition of imperceptible adversarial noise. These then cause machine learning models
trained on the cloaked images to misclassify normal images of the user.
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Model Corruption Attacks A model corruption attack aims to distort the feature space of
images in such a way that upon using the altered images, it reduces the overall accuracy of
the trainedmodel [132]. The objective ofmodel corruption attacks are to prevent unauthorised
data collection and model training. One disadvantage of these types of attacks is that they
are more easily detectable because the presence of such an attack would be readily reflected
in the drop in overall model accuracy seen.

4.2.2 Evasion attacks

Evasion attacks create images that are difficult for image recognition systems to identify.
These commonly rely on the creation of adversarial examples through the use of physical
artefacts, which upon being shown to cameras during capture increases the chances of the
subject beingmisidentified. Prominent examples of this sort includewearables like a specially
crafted pair of spectacles [129], adversarial stickers [68] (See Fig. 11), or adversarial patches
[23, 138, 152] that increase the chances of misidentification.

The downside of these types of attacks is that these are obvious to a human observer
of the footage. Techniques that use adversarial models to alter faces to avoid detection can
also be classified under evasion attacks, while in this survey, these are moved to perceptual
obfuscation techniques as they alter the appearance of the person in obvious ways, and are
usually primarily aimed at human adversaries. The lines are blurred, however, as they can be
created to fool machine recognition systems as well.

Fig. 11 Results from using the AdvHat method described in [68]. The top row shows the images without the
use of the adversarial sticker, and the second row shows the results after the sticker (printed on the hat) is used.
As the results printed on the images show, use of the sticker causes misclassification (Reprinted from [68])
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Evasion attacks are not to be confused with intervention methods. While evasion attacks
prevent machine learning algorithms from recognition through the use of hardware, these
do not prevent the collection of the data itself. Intervention methods, on the other hand, use
specialised hardware to interfere during the data collection stage, preventing private data
from ever being sent to the subsequent stages of the pipeline.

4.3 Privacy protecting pipelines

Research has also been conducted to create end-to-end pipelines that aim to preserve visual
privacy through the combination of various techniques in visual privacy preservation. One
notable example is byCliment-Pérez and Florez-Revuelta [34] (see Fig. 12). Here, the authors
accept an RGB image as input, creating with it a Densepose [97] and Mask R-CNN [57]
masks. Using these representations along with a background model created after using a
union of the two masks as input, the authors produce five privacy preserving representations,
namely the avatar, blurring, invisibility, embossing, and pixelation. These preserve privacy to
differing extents, and the footage can be broadcast to users depending on access privileges.
The results from the application of the pipeline on a frame from the Toyota Smarthomes
dataset [40] can be seen in Fig. 13.

5 Privacy by design

Privacy by Design is a systems design concept defined by Cavoukian et al. [24], which
advances the view that privacy cannot be ensured through compliance with regulatory frame-
works, and must instead stem from an organisation’s default mode of operation. The concept
is accomplished through adhering to the following 7 principles:

1. Proactive not Reactive; Preventative not Remedial - Systems ought to be created that
prevent privacy invasive events before they occur.

Fig. 12 An illustration of a pipeline that accepts RGB images and applies various privacy preserving filters
according to access privileges (reprinted from [34])
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Fig. 13 Example frame from the Toyota Smarthome dataset, within the workflow of the method proposed in
[34]. (a) shows the original frame; (b) shows the union mask obtained for this frame; (c) shows the background
image fed to the background updating scheme; (d) through (h) show results after applying the different filters
(in order - invisibility, pixelation, blurring, embossing, and avatar). (Reprinted from [34])

2. Privacy as the Default Setting - In any business practice or IT system, an individual’s
privacy is automatically protected even if they perform no actions.

3. PrivacyEmbedded intoDesign - Privacy is embedded into the core design and architecture
of IT systems, and into the surrounding business practices.

4. Full Functionality (Positive-Sum, not Zero-Sum) - False dichotomies, such as that of
privacy vs security, is avoided. It is the goal of the system to accommodate the legitimate
interests of both the user and the service provider.

5. End-to-End Security (Full Lifecycle Protection) - The system architecture ensures that
strong security measures which are essential to ensuring privacy are established, extend-
ing through the entire lifecycle of the data.

6. Visibility and Transparency (Keep it Open) - Components of the system are created in a
way as to be visible and transparent to users and data providers. This ensures verification
of the objective that the business is operating according to its stated promises.

7. Respect for User Privacy (Keep it User-Centric) - The system is architected in such a
way that the interests of the individual is upheld. This is done through providing strong
privacy defaults, appropriate notice, and user-friendly options.
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Fig. 14 Connection between the levels of Privacy by Design [92] and visual privacy protection methods

Based on different design elements present in lifelogging technologies, Mihailidis &
Colonna [92] created a classification schema that separates privacy by design into levels.
According to the schema, components in a pipeline acting at each level must be compliant
with existing data protection rules for the system to adhere to the notion of privacy by design.

The most basic of these is at the sensor level. Moving upwards in scope, they can be
specified as model level, system level, user interface level, and at the most abstract, privacy
at the user level. For clarity, this is connected to the taxonomy of visual privacy preservation
methods presented in Section 3. The correspondence between both taxonomies can be seen
in Fig. 14, and is further explained in subsequent subsections.

5.1 Sensor level

Sensor level privacy preservation techniques prevent the capture of sensitive data in visual
feeds using various software and hardware implements. These mechanisms can prevent the
capture of sensitive content in the first place by the camera. This can also be implemented
at the software level, as a filter to clear the captured images of protected content before
the images are stored to disk. Intervention methods (Section 3.1) can be grouped under the
umbrella of intervention methods, as these intervene during the data collection phase to
protect the privacy of users and environments.

5.2 Model level

To observe model level privacy, methods are created that preserve privacy for users
while at the same time enabling models to infer information from data. Also termed as
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privacy-preserving data mining (PPDM), these techniques aim to create privacy in such a
way that unintended third parties cannot make sense out of protected attributes in data, while
also removing sensitive knowledge that has been mined from the data.

Since blind vision methods (see Section 3.2) help in processing the data securely, these
schemes can be considered under model level methods, as they contribute to the model level
privacy of the pipeline. Since blind vision techniques also allow inferring from data while
preserving privacy, it could also be noted as contributing to the system level privacy of a
pipeline. Another example of a technique that contributes to the model level privacy of a
pipeline is federated learning [69], a technique used for the private training of machine
learning models.

5.3 System level

For system level privacy preservation, techniques need to be developed so that the data used
in the pipeline becomes secure, and that user consent for the use of the data in the pipeline
is traceable. Traceability requires two components [92]. The first is that personal data can
be traced to when user consent for its usage was recorded. Secondly, the flow of the data to
various sources should also be traceable. This is essential because withdrawal of consent is
an important facet of privacy laws like the GDPR [37]; upon withdrawal of consent, actions
have to be taken by the authorised administrator to comply with the request. For this reason,
system level privacy is not only an essential concept, but also an arguably overlooked one
that is critical to managing the legal requirements surrounding the use of data in machine
learning projects.

Additionally, an important facet to system level privacy is the creation of secure databases
that protect against information breaches. State-of-the-art techniques like homomorphic
encryption allow for machine learning models to infer from the data privately. Boulemtafes
et al. [18] provide a more in-depth treatment on the subject of privacy preserving deep
learning. Techniques under secure processing (see Section 3.3) can be considered as con-
tributing to the system level privacy in a system that enforces privacy by design, as for system
level privacy, it is required that the data remains secure inside the pipeline. Secure process-
ing techniques assist the pipeline in this regard. It is, however, unclear whether techniques
categorised as secure processing also fall under model level privacy preservation schemes
as they do allow models to infer information from the data, while also preserving user
privacy.

5.4 User interface level

Privacy provided at the user interface level prevents the exposure of privacy-sensitive images
or parts of images in various scenarios. Under the classification of privacy preservation
methods proposed in this review, techniques under the category of visual obfuscation (Section
4) can bementioned as adding to user interface level privacy of pipelines.Data hidingmethods
also contribute to the user interface level privacy of a pipeline because, according to definition,
these act to restrict the exposure of private visual information within the image, differing
from the former category by the strategy with which the hiding of sensitive information is
performed.
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5.5 User level

User level privacy measures empower users by helping them manage their data. These also
help users understand the privacy risks involved with the sharing of their data, and also
give them mechanisms through which they can control the disclosure of their data. User
level privacy is ensured through various educative measures, such as through the use of
clear and easy to understand privacy disclosures and agreements. The creation of transparent
dashboards through which users can control their data usage is another measure. The regular
collection, analysis, and incorporation of user feedback into the pipeline is also a measure to
incorporate user level privacy into the pipeline.

6 Performance evaluation

For the case of visual obfuscation techniques, the type of performance evaluation used
depends on the adversary. In systems to perform machine obfuscation, image quality metrics
[108] are popularly used. Since the objective of machine obfuscation techniques is to create
images that are perceptually similar to the original, image quality metrics are employed to
ascertain the (dis)-similarity of the two images. As for perceptual obfuscation, where the
adversary is a human observer, a more empirical evaluation is often used. Human feedback
is commonly sought for this purpose through the deployment of targeted surveys. Machine
recognition systems are also often employed in the case of facial de-identification tasks.

The following subsections deal with the most commonly used metrics in the literature.
Popular datasets used during evaluation are also explained.

6.1 Technical privacy metrics

There are different types of privacymetrics that have been employed formeasuring the perfor-
mance of privacy preservation methods. Wagner and Eckhoff [143] refer to eight categories
of metrics used to measure privacy in various contexts. We classify technical privacy metrics
into two strains: those which measure an adversary’s estimates to gauge how private a dataset
is, and those metrics which gauge privacy according to a variable independent of adversarial
estimates.

6.1.1 Indistinguishability metrics

Indistinguishability metrics measure whether an adversary can distinguish between two out-
comes of a privacy mechanism, and gather information about the dataset’s composition from
the differences between the outcomes. One commonly used indistinguishability metric is
differential privacy [42], which is nowadays extensively used in the securing of databases.

Dwork et al. [42] define differential privacy as a promise made by a data holder/curator
to a data subject. The promise is defined as follows:

You will not be affected, adversely or otherwise, by allowing your data to be used in
any study or analysis, regardless of what other studies, datasets or information sources
are available.

When differential privacy is implemented for a specific database, it ensures protection
against differencing attacks that can reveal information about a specific user in the database.
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By assuring differential privacy, the designer is ensuring that upon removal of a record
containing a specific user’s information, queries executed against the database do not produce
a different output from when the same query was executed on the version of the database
with the user’s record present.

In obfuscation tasks, a commonly used metric is the accuracy of machine recognition
systems, which [143] classify into error-based metrics. This looks at how often a machine
recognition system like Amazon Rekognition engine [7] can identify subjects in images that
have been visually obfuscated. It is usually the case that a simple tally is used as the metric,
counting the number of times the subject of interest is detected.

Of particular interest to the concept of perceptual obfuscation are metrics that are inde-
pendent of adversary. These are solely dependent on observable or measurable differences
between two data points or sets of data.

6.1.2 Data similarity metrics

One such category proposed by Wagner and Eckhoff [143] is data similarity. These include
metrics that measure the similarity within a dataset through the formation of equivalence
classes, or between two sets of data. Some common types include k-anonymity [135] and its
variants, namely l-diversity [85] and t-closeness [79].

k-Anonymity - k-anonymity is one of the most widely used metrics to evaluate privacy and
defines itself regarding quasi-identifiers inside a database.Quasi-identifiers are attributes that
can be taken together to identify an individual. Examples of this include the postcode or the
birthdate in a personal database. In the case of a facial features database, this can refer to
features like glasses, shapes of facial features like noses and the face itself. The metric is
defined as follows -

A database is private if each record, k, in the database is indistinguishable from at least
k − 1 records in the database with quasi-identifiers.

Upon satisfaction of k-anonymity, a person’s record can only be chosen from a database with
a probability of 1/k.

l-Diversity - Proposed to address the limitations of k-anonymity, l-diversity is defined as
follows -

For the equivalence class representing a set of records with the same values for quasi-
identifiers, it should have at least l ‘well-represented’ values for the sensitive attribute.

‘Well represented’ values are commonly defined as whether an equivalence class has l
distinct values for the sensitive attribute, without considering the frequency of values.

t-Closeness - To prevent attacks on privacy by adversaries with knowledge of global distribu-
tion of sensitive attributes inside a database, Li et al. [79] devised the measure of t-closeness.
This measure updates k-anonymity as follows.

The distribution of sensitive values, SE , in an equivalence class E shall be close to its
distribution, S inside the entire database.

123



14742 Multimedia Tools and Applications (2024) 83:14715–14755

6.1.3 Machine recognition scores

Particularly in the context of facial de-identification, machine recognition is commonly
employed as a metric to gauge the effectiveness of obfuscation methods. Machine recog-
nition algorithms work by scoring how often a trained recognition algorithm can identify
a de-identified subject. In the context of facial recognition, the most commonly used API
services are the Google Vision API [50], Microsoft Azure Face API [91], Amazon Rekog-
nition [7] and Face++ [89]. Simple scoring systems are mostly used for these metrics,
often a simple tally of the recognised attribute in the case of attribute recognition, or
the recognised activity category in the case of an activity recognition task on obfuscated
frames.

For gait obfuscation, custom metrics are usually employed. Tieu et al. [139] craft custom
automatic evaluation strategies that seek to measure the difference between a standard gait
and a generated one. They employ a frame score and a video score to measure the differences.
The frame score measures the degree to which the shape of the object in the frame looks
human. For this, they employed a pretrained YOLO model [118] that detects and classifies
objects in an image. The authors compute the probability that a person in a frame belongs to
the ‘person’ class. The video score measures the degree to which the gait in the video looks
like a humanoid walking. A pretrained ResNeXT-101 [154] was used for this purpose, which
classifies actions in the video. The probability that the action in the video corresponds to the
‘video’ class is measured and reported for this score.

6.1.4 Human recognition scores

To evaluate the effectiveness of privacy preservation methods, researchers often employ
human feedback alongside machine recognition algorithms. Questionnaires are commonly
used to gather targeted feedback, consisting of a set of questions with pre-defined response
options or free-form filling sections. Online services like Mechanical Turk [6] and Pro-
lific [117] are often used to gather responses from targeted audiences.

Çiftçi et al. [31] and Padilla-López et al. [105] both used targeted questionnaires to gather
feedback on the efficacy of privacy preservation methods. Çiftçi et al. focused on face recog-
nition and activity recognition tasks after image filtering using the ‘false colors’ method,
while Padilla-López et al. used various perceptual privacy preservation methods, including
blurring, pixelation, embossing, silhouette, skeleton, and an avatar, and asked participants
to identify visual attributes of obfuscated subjects such as hair and skin colour and facial
expressions.

6.2 User acceptance studies

The acceptance of privacy preservation technology is an important concept that is often
examined in studies.Wilkowska et al. [149] conducted a study that compared the perspectives
of German and Turkish participants on lifelogging technologies and the visual obfuscation
techniques used on their feeds. The study included representative images obfuscated in five
different ways, ranging from low to high levels of privacy protection. Participants were
asked to provide feedback on the images and answer questions about their preferences for
different visualization modes. The study aimed to determine whether cultural influences
affect perceptions of privacy preservation technologies and which visualisation mode is the
most preferred among participants.
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6.3 Datasets

The research community has employed several datasets for the task of measuring visual
privacy. The most commonly used datasets consist of RGB images or video streams. It is
also popular to curate subsets of these datasets for various targetted experiments. In this
section, various datasets that are used for validating the efficacy of privacy preservation
methods are listed, along with details of their composition and the papers that use these sets
for experimentation6.

For the case of facial anonymisation, some popular datasets used are the following:
Facial Recognition Technology (FERET) dataset [112] - Containing 14,126 facial stills

of 1,199 people, FERET is a publicly available dataset from the US Army. For every facial
image, the coordinates for the centres of the eyes and tip of the nose are provided. Examples
of privacy preservation methods using FERET for validation include [31].

People in photo albums (PIPA) dataset [162] - is a dataset consisting of over 6,000
images of around 2,000 persons, with only half of the images being of persons from a frontal
frame of reference. This creates a challenging task, as recognition systems are mostly trained
on frontal imagery. The dataset contains people in a good variety of poses, activities, and
scenery. One example of a method validated using PIPA is the method proposed by Sun et
al. [134].

AT&T Database of Faces [8] -The AT&T database of faces contains 400 grayscale
images of 40 individuals of resolution 92×112. The dataset contains 10 images of each
individual, taken under a variety of conditions including varied lighting, different expressions,
and different facial details. One example of a privacy protection scheme that uses this dataset
for testing is that by Fan [46].

Facescrub [99] is a large dataset consisting of slightly more than 65,000 facial images of
530 celebrities collected from online publications. Only URLs are distributed for copyright
reasons7. Shan et al. [131] proposes a scheme that makes use of this dataset while testing.

PubFig images dataset [74] - This is a dataset of images of public figures (celebrities
and politicians) obtained from the internet. The dataset consists of around 60,000 images,
with around 300 images per individual. Shan et al. [131] and Sharif et al. [129] are notable
examples of papers using the PubFig images dataset.

CelebFaces Attributes (CelebA) dataset [81] - Used for facial attribute estimation in the
process of training facial de-identification methods, this dataset contains 202,599 images and
10,177 identities of celebrities. Each image has around 40 boolean attribute labels. Li and
Lin [78] is notable for making use of the CelebA dataset for testing.

Labeled Faces in the Wild (LFW) dataset [60] is another dataset containing ≈13,000
images of faces collected from the web. 1,680 individuals in the set have two or more distinct
images of themselves represented in the dataset. Several alternative datasets of faces in the
wild have also been proposed, some notable ones beingFine-grained LFW [41], LFWGender
[63], and LFW3D. Zhang et al. [166] proposes a method that is notable for using the LFW
dataset during testing.

Generic image recognition and object detection datasets are often used in validating the
efficacy of privacy preservation schemes, mostly in the case of machine obfuscation schemes.
Some commonly used ones are the following.

6 It is to be noted that a number of these datasets presented are aimed at measuring the efficacy of machine
obfuscation methods
7 The original dataset contains URLs to 100000 images, with a number of URLs broken due to missing media.
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Modified NIST (MNIST) [76] - MNIST is an extremely popular dataset consisting of
images of handwritten digits collected from census bureau employees and high school stu-
dents in the USA. The entire dataset consists of 70,000 images in total. Abadi et al. [1]
proposes a scheme that is benchmarked using the MNIST dataset.

CIFAR-10 [73] - Another popular dataset is CIFAR-10, consisting of of a total of 60,000
images of size 32×32. Labels of the dataset consists of either animals (e.g., cats, dogs etc.), or
vehicles (e.g., planes, cars, etc.). Abadi et al. [1] proposes a scheme that uses the CIFAR-10
dataset for validation.

YouTube 8M video dataset [2] - The YouTube 8M dataset is a video dataset composed of
around 8million videos, approximately 500,000 hours of content, annotated in a multi-label
format with 4,800 distinct labels. These labels are machine generated and human curated,
with 1.9 billion video frame-level annotations. The entities in videos are also categorised,with
some categories represented in the dataset being ’Arts & Entertainment’, ’Games’, ’People
& Society’, and ’Books & Literature’. Wong et al. [150] proposed a privacy preservation
scheme that notably uses the YouTube 8M video dataset for testing.

In the setting of gait anonymisation, the CASIA-B gait dataset [161] is one that is
arguably the most popular. This dataset contains 124 individuals in total, with 110 sequences
(10 sequences each for each of 11 viewing angles from 0◦ to 180◦). Tieu et al. [140] create
a gait anonymisation scheme that uses the CASIA-B dataset for validation.

In the context of full-body de-identification, the following datasets are commonly used:
Clothing Co-Parsing dataset [156] - This dataset consists of 2,098 high resolution, street

fashion images. Pixel-level segmentations of individual garments and skin are available for
≈1000 of the images. 59 segmentation tags defining various garment types, e.g., blazer,
cardigan, sweatshirt etc., are used in this dataset. Brkić et al. [22] makes use of the clothing
co-parsing dataset to test their full-body privacy preservation scheme.

Human3.6M dataset [62] - This dataset consists of 3.6 million video frames of actors
performing actions in a controlled setting. 3D joint positions, the laser scans of the actors,
and their corresponding 3D poses are available as annotations. The dataset utilises a static
camera angle for the recordings. Brkić et al. [21] proposed a privacy protection scheme that
utilised this dataset for testing purposes.

Toyota Smarthomes dataset [40] - This is a dataset of slightly more than 16,000 video
clips, of 31 activity classes performed by 18 seniors in a smart home setting. The dataset is
labelled with both coarse and fine-grained labels and contains heavy class imbalances, high
intra-class variation, simple as well as composite activities, and activities with similar motion
and of variable duration. Climent-Pérez and Florez-Revuelta [34] use the Toyota Smarthomes
dataset to validate their privacy preservation scheme.

NTU RGB+D dataset [128] - Containing 60 different action classes including daily,
interaction-based, and health-related actions, this is a large-scale dataset for RGB+D human
action recognition, containing greater than 56,000 samples and 4,000,000 frames, collected
from 40 distinct subjects. Wang et al. [145] use this dataset to test the efficacy of their privacy
preserving action recognition method. An extended version of this dataset was published by
J. Liu et al. [83].

7 Conclusion and future directions

This work reviews the state of the art in visual privacy preservation methods. A low-level
taxonomy of visual privacy preservation methods is introduced, and the categories under the
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taxonomies were subsequently explored. Special attention was given to visual obfuscation
methods, these being ofmost relevance toAAL applications. The taxonomy is then connected
to a high-level classification scheme of the levels of privacy by design.

Visual obfuscation methods are categorised into two categories in this review based on the
targets from whom the algorithms are seeking to hide private information: perceptual obfus-
cation and machine obfuscation methods. Perceptual obfuscation seeks to perceptually alter
images in ways that unauthorised human observers who view the visual feed are thwarted. By
contrast, machine obfuscation methods try to hide privacy-sensitive elements from machine
learning algorithms. These seek to alter the feature space of images in ways that machine
recognition systems are thwarted, while also perceptually changing the visuals to the least
possible extent.

As these are two different directions of research, algorithms can also be built such that they
perform both machine and perceptual obfuscation. The capability of performing reversible
transformations through secure pipelines is another promising direction for research. This is
useful in the case when reversibility is required, such as for an arbiter (a judge, a doctor, etc.)
to view unedited footage to obtain full information about a specific scenario.

7.1 Technical questions

In the context of visual privacy preservation, numerous technical challenges remain to be
addressed. One major challenge is to create real-time pipelines that impart privacy. Most of
the existing state-of-the-art methods rely on computationally intensive pipelines. To create
real-time privacy protection, methods have to be made more lightweight.

There are also some widely used cameras that are arguable not sufficiently researched in
literature from the perspective of privacy preservation. Egocentric/wearable cameras have
been touted as amethod to protect identity, but this poses problems if the environment contains
objects (e.g. mirrors) that reveals one’s personal attributes. This also introduces issues when
bystanders come into the visual field; bystanders would typically not have given permission
for them to be captured on camera. This poses ethical and legal challenges, in addition to
technical ones, especially when egocentric cameras are utilised [53].

Omnidirectional cameras have fisheye lenses that provide the user with a mostly non-
occluded view of an entire room based on its placement (usually on the ceiling). However,
object detection algorithms have not typically been trained to detect on images from dis-
torted lenses. Privacy preservation algorithms that rely on detection as part of the pipeline
are therefore summarily excluded from use on these streams. Other non-standard cameras
(thermal, infrared) also face similar problems. Therefore, the authors call for more research
to create privacy preserving algorithms that work on non-standard cameras.

Some identifiers have also been arguably addressed less in the literature. Gait is one such
example, and to the authors’ knowledge, only a few papers have attempted to create gait
anonymisation algorithms. Environmental identifiers are also another.

7.1.1 Privacy of the environment

Although included in this review as a sub-category of perceptual obfuscation, literature
searches show that environmental privacy is an under-researched area, but arguably one that
is critical to the ensuring of visual privacy. Most of the existing methods that impart privacy
target people and their visible attributes.However, objects in the environment are also required
to be obfuscated if the identity of the person is to be protected. Objects like credit cards and
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address labels create privacy risks if not obfuscated. Cartooning is one type of method that
can provide environmental privacy, as it can replace objects in the environment with privacy
protected elements.

Some methods do provide environmental privacy as a side effect of their use. As an
example, consider a blurring filter. When a blurring filter is applied to an image as a whole,
textural information is lost, which might lead to smaller privacy-sensitive objects such as
credit cards (and specifically the numbers printed on them) being obfuscated. Depending on
the parameters used for the blurring, larger objects in the environment might still contribute
to privacy leakages.

Commercial products which aim to detect and obfuscate personally identifiable text that
occurs in images do exist [133]. These include phone numbers, email addresses, links and
URLs, and social media accounts that occur as visible text inside images.

7.2 Social and legal aspects of privacy

There is also the urgent need to understand the methods from social and legal perspec-
tives. There needs to be studies to ascertain the level of acceptance of different perceptual
obfuscation methods among the monitored subjects. It is also unclear as to the extent of the
acceptability of reversible transformations for the subjects being monitored. Although there
are several methods that reconstruct obfuscated images, the acceptability of reconstructed
images through a reverse transformation pipeline that contains embedded stochasticity is an
especially interesting one to study. In a setting such as that of a court or in forensics, as
reconstruction is an imperfect process, there is always the possibility of information loss. It
is unclear if such images are viable for presentation in such circumstances. There also needs
to be more studies that detail the relationship between human perception and the metrics that
are used to measure perceptual obfuscation. Although there are some studies that do this,
there is a distinct need for more wide-ranging targeted studies to be performed.

The concept of a ‘privacy paradox’ also needs to be investigated. It is a knownphenomenon
that people act in contrast towhat they believe their privacy preferences are, especiallywhen it
comes to their online behaviour [12]. Users claim to be concerned about their online privacy,
but they do little to protect their personal data. If this is also the case for visual data like
that used in AAL applications, then the gathering of subjective data about user preferences
through a medium such as questionnaires should be called into question. It could mean that
better ways of gauging preferences should be created and deployed. It could also mean that
existing studies that gauge privacy preferences ought to be re-evaluated.
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