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#### Abstract

In this paper, we present a method to estimate the signal subspace at all the frequencies in a given band, which is computed from the usual set of frequency-bin sample covariance matrices in wideband subspace estimation. Fundamentally, the method exploits the similarity between the signal subspace at any two near-by frequencies to produce an improved subspace estimate along the band. Its key idea consists of modeling the signal subspace by means of a projection matrix function which is approximated by a polynomial. The method provides two improvements: a reduced-size representation of the signal subspace along the frequency band, and a quality improvement in wideband direction-of-arrival (DOA) estimators such as Incoherent Multiple Signal Classification (IC-MUSIC) and Modified Test of Orthogonality of Projected Subspaces (MTOPS). The paper includes the derivation of asymptotic bounds for the bias and root-mean-square (RMS) error of the projection matrix estimate, and a numerical assessment of the method and its combination with the previous two DOA estimators.
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## 1. Introduction

In array processing, the estimation of the subspace spanned by several sources is a fundamental step in DOA estimation [1, Ch. 9]. This estimation relies on the so-called narrowband condition, i.e, the array response must be constant in the spectral band covered by the sources.

In practice, however, this condition is often unrealistic in applications involving high data rates or acoustic or seismic signals, in which the array response varies with frequency significantly. In the literature on DOA estimation, these cases are classified as "wideband" and addressed by dividing the signals' band into bins in which the array response is approximately constant. The problem is then the way the data from all bins should be combined in order to produce a single set of DOA estimates. In the literature, there are fundamentally two approaches for this combination. The first is the coherent approach in which the data from all bins are linearly combined [2-5], and the second is the incoherent approach in which the combination is performed by other means, such as

[^0]averaging the DOA narrowband estimates from each bin or adding up the bin pseudo-spectrum functions (as is done in IC-MUSIC), [6]. Additionally, there exist other ways to process the bin data derived from general principles such as Maximum Likelihood (ML) [7-11], polynomial matrix decompositions [12-15], group sparsity [16-18], or variants of the Test of Orthogonality of Projected Subspaces (TOPS) method, [19-21].

In this estimation problem, there is a feature that seems to be overlooked in the literature: the signal subspace spanned by the impinging waves varies smoothly along the band covered by the frequency bins and, as a consequence, the subspaces at any two near-by frequencies are similar. In this paper, we present a method for exploiting this smoothness in order to improve the quality of the subspace estimation at the frequency bins and, by extension, at any frequency in the band covered by them. The method is based on modeling the signal subspace using a projection matrix function, which must be estimated from the data signal subspaces computed at the frequency bins.

The paper has been organized as follows. In the next section, we present a signal model for wideband subspace estimation in which the initial data processing is interpreted as a bank on narrowband filters. Then, in Section 3, we characterize the variation of the signal subspace along the frequency band using a projection matrix function and justify this characterization. After that, we in-
troduce an estimator for this last function in Section 4 and apply it to wideband DOA estimation in Section 5. Finally, we evaluate the proposed method in Section 7 numerically.

### 1.1. Notation and main symbols

We use the following notation and basic concepts:

- We write vectors in lower case ( $\boldsymbol{a}, \boldsymbol{x}$ ) and matrices in upper case, $(\boldsymbol{A}, \boldsymbol{Y})$.
- $\boldsymbol{I}_{M}$ is an identity matrix of size $M \times M$ and $\mathbf{0}_{M}$ the $M \times M$ zero matrix.
- $[\boldsymbol{a}]_{m}$ and $[\boldsymbol{A}]_{m, k}$ respectively denote the $m$ th and ( $m, k$ ) components of $\boldsymbol{a}$ and $\boldsymbol{A}$. Also, $[\boldsymbol{A}]_{, k}$ denotes the $k$ th column of $\boldsymbol{A}$ and $[\boldsymbol{A}]_{, m \text { : }}$ denotes the matrix form by its columns $m$ to $k$.
- $\boldsymbol{A}^{H}$ is the Hermitian of $\boldsymbol{A}$ and $\boldsymbol{A}^{\dagger}$ its pseudo-inverse.
- The operator ' $\equiv$ ' introduces new symbols.
- ' $*$ ' denotes convolution: $(a * b)(t)$ is the convolution of $a(t)$ and $b(t)$.
- ' $\mathcal{E}\{\cdot\}$ ' and 'Var $\{\cdot\}$ ' denote the expectation and variance operators.
- $\delta(t)$ and $\delta_{n}$ respectively denote the Dirac and Kronecker delta.
- In the paper, a given $M \times M$ matrix $\boldsymbol{P}$ is said to be a projection matrix if $\boldsymbol{P}=\boldsymbol{P}^{H}$ and $\boldsymbol{P}^{2}=\boldsymbol{P}$.
- $\|\boldsymbol{B}\|_{F}$ and $\|\boldsymbol{B}\|_{2}$ denote the Frobenius and 2-norm of a given matrix $\boldsymbol{B}$ respectively.
- $O(\cdot)$ is the big-O notation. A function $g(N)$ is $O(1 / N)$ if there are positive numbers $N_{o}$ and $A$ such that $|g(N)| \leq A / N$ if $N>N_{0}$.
- $o(\cdot)$ is the little-o notation. A function $g(N)$ is $o(1 / N)$ if for any $\epsilon>0$ there is positive $N_{o}$ such that $|g(N)| \leq \epsilon / N$ if $N>N_{o}$.
- In some contexts, ' $\cong$ ' marks an equality that holds if an $o(1 / N)$ term is added.


## 2. Signal model for wideband subspace estimation

Consider an array of $M$ sensors and $K$ impinging waves carrying signals $s_{k}(t), k=1,2, \ldots, K$, with spectra lying in a pass band [ $\left.f_{A}, f_{B}\right]$. Let $a_{m, k}(f)$ denote the response of the $m$ th sensor to the $k$ th DOA as a function of the frequency variable $f$, and $\boldsymbol{A}(f)$ denote the matrix formed by these $M K$ responses, i.e,

$$
\begin{equation*}
[\boldsymbol{A}(f)]_{m, k} \equiv a_{m, k}(f), m=1, \ldots, M, k=1, \ldots, K . \tag{1}
\end{equation*}
$$

In a narrowband scenario, $\boldsymbol{A}(f)$ is approximately constant in [ $f_{A}, f_{B}$ ] and this allows us to regard the signals $\boldsymbol{s}(t)$ as concentrated at a single and fixed frequency $f_{1}$ lying in $\left[f_{A}, f_{B}\right]$. As a consequence, the $M \times 1$ vector $\boldsymbol{x}(t)$ formed by the received signals can be written as
$\boldsymbol{x}(t)=\boldsymbol{A}\left(f_{1}\right) \boldsymbol{s}(t)+\boldsymbol{\eta}(t)$,
where $\boldsymbol{s}(t)$ is the $K \times 1$ vector formed by the impinging signals,
$[\boldsymbol{s}(t)]_{k} \equiv s_{k}(t)$,
and $\boldsymbol{\eta}(t)$ is formed by independent, circularly-symmetric, complexwhite components of zero mean and variance $\sigma^{2}$. As can be readily seen in (2), the signal component of the vectors $\boldsymbol{x}(t)$ lie in the column span of $\boldsymbol{A}\left(f_{1}\right)$ and this fact allows us to estimate this last span from a set of samples of $\boldsymbol{x}(t)$. Let us recall the procedure for performing this estimation.

If the components of $\boldsymbol{s}(t)$ are zero-mean stationary processes, then the covariance of $\boldsymbol{s}(t)$ has the form
$\boldsymbol{R}\left(f_{1}\right) \equiv \mathcal{E}\left\{\boldsymbol{x}(t) \boldsymbol{x}(t)^{H}\right\}=\boldsymbol{A}\left(f_{1}\right) \boldsymbol{R}_{s}\left(f_{1}\right) \boldsymbol{A}\left(f_{1}\right)^{H}+\sigma^{2} \mathbf{I}_{M}$,
where $\boldsymbol{R}_{S}(f)$ denotes the covariance matrix of $\boldsymbol{s}(t)$,
$\boldsymbol{R}_{\mathbf{S}}\left(f_{1}\right) \equiv \mathcal{E}\left\{\boldsymbol{s}(t) \boldsymbol{s}(t)^{H}\right\}$.
$\boldsymbol{R}\left(f_{1}\right)$ can be estimated from a sample covariance matrix given by $\widehat{\boldsymbol{R}}\left(f_{1}\right) \equiv \frac{1}{N} \sum_{n=1}^{N} \boldsymbol{x}(n T) \boldsymbol{x}(n T)^{H}$,
where $T$ denotes the sampling period and $N$ the number of samples taken. Additionally, the span of $\boldsymbol{A}\left(f_{1}\right)$ can be estimated from the $K$ eigenvectors of $\widehat{\boldsymbol{R}}\left(f_{1}\right)$ corresponding to its $K$ largest eigenvalues, provided $\boldsymbol{R}_{s}\left(f_{1}\right)$ is non-singular, i.e, provided the $K$ signal components are not completely coherent. More precisely, let $\widehat{\mathbf{Q}}_{1, K}$ denote the $M \times K$ matrix formed by the eigenvectors corresponding to the largest $K$ eigenvalues of $\widehat{\boldsymbol{R}}\left(f_{1}\right)$ and following $\widehat{\mathbf{Q}}_{1, K}^{H} \widehat{\mathbf{Q}}_{1, K}=\boldsymbol{I}_{K}$. Then, the span of $\widehat{\mathbf{Q}}_{1, K}$ is an estimate of the span of $\boldsymbol{A}\left(f_{1}\right)$.

Next, let us consider the wideband scenario. If $\boldsymbol{A}(f)$ shows a significant variation in $\left[f_{A}, f_{B}\right]$ then (2) is no longer valid. However, it is valid at the output of any filter selecting a narrow band centered at a frequency $f$ inside $\left[f_{A}, f_{B}\right]$, provided $\boldsymbol{A}(f)$ is approximately constant in the filter's output band. So, if we apply a bank of $R$ such filters centered at distinct frequencies $f_{r}$, $\left(f_{r}<f_{r+1}\right)$, lying in $\left[f_{A}, f_{B}\right]$, we obtain $R$ models akin to (2)
$\boldsymbol{x}_{r}(t)=\boldsymbol{A}\left(f_{r}\right) \boldsymbol{s}_{r}(t)+\boldsymbol{\eta}_{r}(t), r=1, \ldots, R$,
where $\boldsymbol{x}_{r}(t), \boldsymbol{s}_{r}(t)$, and $\boldsymbol{\eta}_{r}(t)$ denote the signals at the $r$ th filter's output. Here, we assume non-overlapping filter bands of equal width, so that these last models are independent and all components of $\boldsymbol{\eta}_{r}(t)$ have the same variance $\sigma^{2}$.

The narrowband subspace estimation that we recalled before can now be performed at each filter output $\boldsymbol{x}_{r}(t)$, in order to obtain a set of sample covariance matrices $\widehat{\boldsymbol{R}}\left(f_{r}\right)$, which are estimates of the corresponding covariance matrices $\boldsymbol{R}\left(f_{r}\right), r=1,2, \ldots$, $R$. Additionally, we obtain matrices $\widehat{\boldsymbol{Q}}_{r, K}$ whose spans are estimates of the corresponding spans of the signature matrices $\boldsymbol{A}\left(f_{r}\right)$, $r=1,2, \ldots, R$.

Up to this point, we have described the first processing steps in wideband subspace estimation in terms of a filter bank. In practice, such a bank is implemented using the Fast Fourier Transform (FFT) snapshot model, i.e, by computing the FFT of the data samples in consecutive time slots. Additionally, these steps are usually followed by further processing of either the matrices $\widehat{\boldsymbol{R}}\left(f_{r}\right)$ or $\widehat{\boldsymbol{Q}}_{r, K}$ in order to estimate the desired parameters, (which often consist of the waves' DOAs). In this paper, we are interested in exploiting the similarity between the signal subspaces at any two near-by frequencies lying in $\left[f_{A}, f_{B}\right.$ ] as shown in the next section.

## 3. Wideband subspace characterization in terms of a projection matrix function

We can make two basic observations about the processing steps described in the previous section. The first is that we may expect the span of two consecutive signature matrices, $\boldsymbol{A}\left(f_{r}\right)$ and $\boldsymbol{A}\left(f_{r+1}\right)$, to be close to each other if the difference $f_{r+1}-f_{r}$ is not too large. More precisely, if $\boldsymbol{P}(f)$ denotes the orthogonal projection matrix associated with the span of $\boldsymbol{A}(f)$, i.e, the matrix,
$\boldsymbol{P}(f)=\boldsymbol{A}(f)\left(\boldsymbol{A}(f)^{H} \boldsymbol{A}(f)\right)^{-1} \boldsymbol{A}(f)^{H}$
then, given a fixed unit-norm $M \times 1$ vector $\boldsymbol{y}$, we may expect $\boldsymbol{P}\left(f_{r}\right) \boldsymbol{y}$ to be close to $\boldsymbol{P}\left(f_{r+1}\right) \boldsymbol{y}$. Since $\boldsymbol{y}$ is arbitrary, we may re-state this condition in more precise terms by saying that the magnitude

$$
\begin{equation*}
\sup _{\|\boldsymbol{y}\|_{2}=1}\left\|\left(\boldsymbol{P}\left(f_{r+1}\right)-\boldsymbol{P}\left(f_{r}\right)\right) \boldsymbol{y}\right\|_{2} \tag{9}
\end{equation*}
$$

is small. However, note two features of this argument. First, this last expression is the definition of the matrix 2-norm of $\boldsymbol{P}\left(f_{r+1}\right)$ $\boldsymbol{P}\left(f_{r}\right)$, i.e,
$\left\|\boldsymbol{P}\left(f_{r+1}\right)-\boldsymbol{P}\left(f_{r}\right)\right\|_{2}=\sup _{\|y\|_{2}=1}\left\|\left(\boldsymbol{P}\left(f_{r+1}\right)-\boldsymbol{P}\left(f_{r}\right)\right) \boldsymbol{y}\right\|_{2}$,
[22, Section 2.3]. And second, we can repeat the argument for $f_{r}$ and any frequency $f$ between $f_{r}$ and $f_{r+1}$ and, more generally, for any frequency $f$ and the closest bin frequency $f_{r}$. So, in summary, this first observation leads us to view the projection matrix $\boldsymbol{P}(f)$ as a "signal" whose value at any $f$ in $\left[f_{A}, f_{B}\right]$ can be approximated from its "samples" $\boldsymbol{P}\left(f_{1}\right), \boldsymbol{P}\left(f_{2}\right), \ldots, \boldsymbol{P}\left(f_{R}\right)$.

The second observation is that the estimates $\widehat{\boldsymbol{Q}}_{r, K}$ already provide a set of noisy estimates of $\boldsymbol{P}\left(f_{1}\right), \boldsymbol{P}\left(f_{2}\right), \ldots, \boldsymbol{P}\left(f_{R}\right)$, namely, the projection matrices
$\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right) \equiv \widehat{\boldsymbol{Q}}_{r, K} \widehat{\boldsymbol{Q}}_{r, K}^{H}, \quad r=1,2, \ldots, R$.
Besides, we can repeat the argument that led to (10), but for $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ and $\boldsymbol{P}\left(f_{r}\right)$, to show that $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ approximates $\boldsymbol{P}\left(f_{r}\right)$ in the sense that $\left\|\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)-\boldsymbol{P}\left(f_{r}\right)\right\|_{2}$ is small.

So, we have that the estimation of the signal subspace at any frequency in $\left[f_{A}, f_{B}\right]$ can be viewed as a signal approximation problem, in which the true signal is $\boldsymbol{P}(f)$ and its noisy samples are $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right), r=1,2, \ldots, R$. In order to estimate $\boldsymbol{P}(f)$ in this setting, we need to specify two aspects: a model for this matrix function and a quality estimate for the samples $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$.

Regarding the model, the fact is that $\boldsymbol{P}(f)$ is a very regular function, due to the regularity of $\boldsymbol{A}(f)$, that can be approximated by a $Q$-order polynomial of the form
$\boldsymbol{P}(f)=\left(\sum_{q=0}^{Q} \boldsymbol{G}_{q} f^{q}\right)+\boldsymbol{\Phi}_{Q}(f)$
in $\left[f_{A}, f_{B}\right]$, where $\boldsymbol{G}_{q}$ is a set of $M \times M$ coefficient matrices and $\boldsymbol{\Phi}_{Q}(f)$ is the error term. The norm of $\boldsymbol{\Phi}_{Q}(f)$ can be made arbitrarily small by increasing $Q$. The justification of (12) consists of a chain of results available in the literature:

1. The components of $\boldsymbol{A}(f)$ are typical band-limited functions due to the finite extent of the sensor array and, therefore, they are analytic functions for any complex $f$ and, in particular, in range $\left[f_{A}, f_{B}\right]{ }^{1}$
2. A consequence of $(1)$ is that the components of the Hermitian matrix $\boldsymbol{A}(f) \boldsymbol{A}(f)^{H}$ are also analytic in $\left[f_{A}, f_{B}\right]$.
3. $\boldsymbol{P}(f)$ is the projection matrix associated with the non-zero eigenvalues of $\boldsymbol{A}(f) \boldsymbol{A}(f)^{H}$.
4. According to the Perturbation Theory result in [23, Ch.2, Th. $1.10]$, (2) and (3) imply that $\boldsymbol{P}(f)$ is also analytic in $\left[f_{A}, f_{B}\right]$.
5. A consequence of 4 ) is that $\boldsymbol{P}(f)$ is approximable by a polynomial of the form in (12) for fixed DOAs, (Weiertrass theorem [24, Th. 2.4.1]).
6. Since the set of DOAs can be parameterized using a set of variables whose domain is a compact set, (set of angles of arrival, for example), (5) implies that there is a finite order $Q$ valid for all possible DOAs.

The determination of $Q$ given a bound for $\left\|\boldsymbol{\Phi}_{Q}(f)\right\|_{2}$ seems to be a cumbersome problem from a theoretical point of view. However, $Q$ can be determined numerically for any specific sensor array by computing the interpolation error of a standard interpolation method such as Chebyshev's. We do this in Section 7.2 for a ten-sensor Uniform Linear Array (ULA).

Regarding the quality of $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$, we have that it can be analyzed by extending the known results on the perturbation of the eigenvalues and eigenvectors of sample covariance matrices in [25,26]. In Appendix A we show that $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ is an asymptotically unbiased estimate of $\boldsymbol{P}(f)$, i.e,
$\mathcal{E}\left\{\widehat{\mathbf{P}}_{0}\left(f_{r}\right)\right\}=\boldsymbol{P}\left(f_{r}\right)+O(1 / N)$.

[^1]We also show in that appendix that $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ is a consistent estimate of $\boldsymbol{P}\left(f_{r}\right)$. More precisely, let the eigenvalue decomposition of $\boldsymbol{R}\left(f_{r}\right)$ be given by
$\boldsymbol{R}\left(f_{r}\right)=\sum_{m=1}^{M} \lambda_{m}\left(f_{r}\right) \boldsymbol{q}_{m}\left(f_{r}\right) \boldsymbol{q}_{m}\left(f_{r}\right)^{H}, r=1,2, \ldots, R$,
where $\lambda_{m}\left(f_{r}\right)$ denote the eigenvalues, sorted in decreasing order, and $\boldsymbol{q}_{m}\left(f_{r}\right)$ the corresponding eigenvectors. The asymptotic quadratical error for any component ( $m, m^{\prime}$ ) of $\boldsymbol{P}\left(f_{r}\right)$ admits the bound
$\mathcal{E}\left\{\left|\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)-\boldsymbol{P}\left(f_{r}\right)\right]_{m, m^{\prime}}\right|^{2}\right\}$

$$
\begin{equation*}
\leq \frac{8(M-K) \sigma^{2}}{N\left(\lambda_{K}\left(f_{r}\right)-\sigma^{2}\right)^{2}} \sum_{k=1}^{K} \lambda_{k}\left(f_{r}\right)+o\left(\frac{1}{N}\right) \tag{15}
\end{equation*}
$$

A corollary of this bound is that the variance of any component of $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ is $O(1 / N)$, i.e,
$\operatorname{Var}\left\{\widehat{\mathbf{P}}_{0}\left(f_{r}\right)\right\}=O(1 / N)$.
(13) and this last formula imply that $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ is an asymptotically unbiased and consistent estimator of $\boldsymbol{P}\left(f_{r}\right)$.

The bound in (15) has an interesting interpretation. Since $\lambda_{K}\left(f_{r}\right)-\sigma^{2}$ is the power gap between the signal and noise subspaces, the factor
$\frac{1}{\lambda_{K}\left(f_{r}\right)-\sigma^{2}} \sum_{k=1}^{K} \lambda_{k}\left(f_{r}\right)$
is the signal power measured in number of gaps and
$\frac{(M-K) \sigma^{2}}{\lambda_{K}\left(f_{r}\right)-\sigma^{2}}$
is the noise power again measured in number of gaps. Therefore, the bound in (A.14) is proportional to the product of these two relative powers and decreases as $1 / \mathrm{N}$.

In the next section, we derive an estimator of $\boldsymbol{P}(f)$ based on the results in this section.

## 4. Estimation of the projection matrix function

If the mismatch $\boldsymbol{\Phi}_{Q}(f)$ in (12) is small then we may estimate the coefficient matrices $\boldsymbol{G}_{q}$, by posing a linear regression model with data $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ component-wise, i.e,

$$
\begin{align*}
{\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{m, m^{\prime}} \approx } & \sum_{q=0}^{Q}\left[\boldsymbol{G}_{q}\right]_{m, m^{\prime}} f_{r}^{q}, \\
& \left(m, m^{\prime}=1,2, \ldots, M ; \quad r=1,2 \ldots, R\right) \tag{19}
\end{align*}
$$

in which $\left[\boldsymbol{G}_{q}\right]_{m, m^{\prime}}, q=0,1, \ldots, Q$, is the set of unknown parameters. The samples $\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{m, m^{\prime}}$ are independent given that the bands of the filter banks used to produce $\boldsymbol{x}_{r}(t)$ in (7) do not overlap. Besides, from (13) and (15), they are asymptotically unbiased and consistent. All these features suggest to pose a weighted leastsquares cost function for the estimation of the coefficients $\left[\boldsymbol{G}_{q}\right]_{m, m^{\prime}}$ with weights $w_{r}$, i.e, the function
$\sum_{r=1}^{R} w_{r}^{2}\left|\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{m, m^{\prime}}-\sum_{q=0}^{Q}\left[\widehat{\boldsymbol{G}}_{q}\right]_{m, m^{\prime}} f_{r}^{q}\right|^{2}$.
(We present a possible set of coefficients $w_{r}$ in the next Section.) The minimizer of this last cost function is the estimate
$\left[\widehat{\boldsymbol{G}}_{q}\right]_{m, m^{\prime}} \equiv \sum_{r=1}^{R}[\boldsymbol{B}]_{q, r}\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{m, m^{\prime}}$,
where $\left(r, r^{\prime}=1,2, \ldots, R ; q=0,1, \ldots, Q\right)$
$\boldsymbol{B} \equiv\left(\boldsymbol{V}^{H} \boldsymbol{\Lambda}^{2} \boldsymbol{V}\right)^{-1} \boldsymbol{V}^{H} \boldsymbol{\Lambda}^{2}, \quad[\boldsymbol{V}]_{r, q+1} \equiv f_{r}^{q}$,
$[\boldsymbol{\Lambda}]_{r, r^{\prime}} \equiv w_{r} \delta_{r-r^{\prime}}$.
Since $\boldsymbol{B}$ is independent of $m$ and $m^{\prime}$, we may write (21) as
$\widehat{\boldsymbol{G}}_{q} \equiv \sum_{r=1}^{R}[\boldsymbol{B}]_{q, r} \widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$
and the estimate of $\boldsymbol{P}(f)$ at any $f$ is
$\widehat{\boldsymbol{P}}_{1}(f) \equiv \sum_{q=0}^{Q} \widehat{\boldsymbol{G}}_{q} f^{q}$.
$\widehat{\boldsymbol{P}}_{1}(f)$ can be expressed in terms of $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ by substituting (24) into (25). We have
$\widehat{\boldsymbol{P}}_{1}(f) \equiv \sum_{r=1}^{R} d_{r}(f) \widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$
where
$d_{r}(f)=\sum_{q=0}^{Q}[\boldsymbol{B}]_{q, r} f^{q}$.
Let us now analyze the quality of the estimate $\widehat{\boldsymbol{P}}_{\mathbf{1}}(f)$ by assessing its expected value and variance. But first, let us derive an expression for the mismatch. (26) can be viewed as an interpolator that is exact for the sum in (12), i.e,
$\sum_{q=0}^{Q} \boldsymbol{G}_{q} f^{q}=\sum_{r=1}^{R} d_{r}(f) \sum_{q=0}^{Q} \boldsymbol{G}_{q} f_{r}^{q}$,
given that the minimizer of (20) involves an (over-)determined linear system. Using (12) to solve for the sums in this last equation, we have

$$
\begin{align*}
\boldsymbol{P}(f)-\boldsymbol{\Phi}_{Q}(f) & =\sum_{r=1}^{R} d_{r}(f)\left(\boldsymbol{P}\left(f_{r}\right)-\boldsymbol{\Phi}_{Q}\left(f_{r}\right)\right) \\
\boldsymbol{P}(f) & =\sum_{r=1}^{R} d_{r}(f) \boldsymbol{P}\left(f_{r}\right)-\sum_{r=1}^{R} d_{r}(f) \boldsymbol{\Phi}_{Q}\left(f_{r}\right)+\boldsymbol{\Phi}_{Q}(f) . \tag{29}
\end{align*}
$$

The last two terms on the right-hand side are the mismatch that can be made arbitrarily small by increasing $Q$.

Next, let us derive a formula for the expected value of $\widehat{\boldsymbol{P}}_{1}(f)$. From (26) and (29), we have

$$
\begin{align*}
\widehat{\boldsymbol{P}}_{1}(f)=\boldsymbol{P}(f) & +\sum_{r=1}^{R} d_{r}(f)\left(\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)-\boldsymbol{P}\left(f_{r}\right)\right) \\
& +\sum_{r=1}^{R} d_{r}(f) \boldsymbol{\Phi}_{Q}\left(f_{r}\right)-\boldsymbol{\Phi}_{Q}(f) . \tag{30}
\end{align*}
$$

So, taking expectations and using (13), we obtain
$\mathcal{E}\left\{\hat{\boldsymbol{P}}_{1}(f)\right\}=\boldsymbol{P}(f)+\sum_{r=1}^{R} d_{r}(f) \boldsymbol{\Phi}_{Q}\left(f_{r}\right)-\boldsymbol{\Phi}_{Q}(f)+O(1 / N)$.
And finally, from (16) and (26), the variance is
$\operatorname{Var}\left\{\widehat{\boldsymbol{P}}_{1}(f)\right\}=O(1 / N)$.
In summary, if the mismatch term in (31) in negligible, (31) and (32) imply that $\widehat{\boldsymbol{P}}_{\mathbf{1}}(f)$ is a consistent estimate of $\boldsymbol{P}(f)$.

For any $f$ in $\left[f_{A}, f_{B}\right], \widehat{\boldsymbol{P}}_{1}(f)$ is a projection matrix only approximately, due to the mismatch in (31) and to the noise. This drawback can be mitigated by taking the rank-K projection matrix lying
closest to $\widehat{\boldsymbol{P}}_{1}(f)$ as the final signal projection matrix estimate at any frequency; i.e, the final signal projection matrix estimate is

$$
\begin{equation*}
\widehat{\boldsymbol{P}}_{2}(f) \equiv \arg \min _{\substack{\text { rank } K \\ \text { proj. matrix } \boldsymbol{P}}}\left\|\widehat{\boldsymbol{P}}_{1}(f)-\boldsymbol{P}\right\|_{F}^{2} \tag{33}
\end{equation*}
$$

It can be easily checked that $\widehat{\boldsymbol{P}}_{2}(f)$ is just the signal projection matrix of $\widehat{\boldsymbol{P}}_{1}(f)$, [i.e, the projection matrix associated with the $K$ largest eigenvalues of $\left.\widehat{\boldsymbol{P}}_{1}(f)\right]$. Though the computation of $\widehat{\boldsymbol{P}}_{2}(f)$ from $\widehat{\boldsymbol{P}}_{1}(f)$ requires an additional eigenvalue decomposition, we may expect a small number of such decompositions in practice, given that $\widehat{\boldsymbol{P}}(f)$ can be well approximated in $\left[f_{A}, f_{B}\right]$ by a $Q$-order polynomial. We assess this point in Secs. 7.5 and 7.6 numerically.

### 4.1. A possible choice for the coefficients $w_{r}$

The bound in (15) provides a possible choice of coefficients $w_{r}$ if we replace $\lambda\left(f_{r}\right)$ and $\sigma^{2}$ with their corresponding estimates obtained from $\widehat{\boldsymbol{R}}\left(f_{r}\right)$. Specifically, if $\widehat{\lambda}\left(f_{r}\right)$ denotes the $r$ th eigenvalue of $\widehat{\boldsymbol{R}}\left(f_{r}\right)$ in the eigen-decomposition akin to (14), then a possible choice $\widehat{w}_{r}$ for the coefficients $w_{r}$ is specified by the equation
$\frac{1}{\widehat{w}_{r}^{2}}=\frac{8(M-K) \widehat{\sigma}^{2}\left(f_{r}\right)}{N\left(\widehat{\lambda}_{K}\left(f_{r}\right)-\widehat{\sigma}^{2}\left(f_{r}\right)\right)^{2}} \sum_{k=1}^{K} \widehat{\lambda}_{k}\left(f_{r}\right)$,
where
$\widehat{\sigma}^{2}\left(f_{r}\right) \equiv \frac{1}{N-K} \sum_{m=K+1}^{M} \widehat{\lambda}_{m}\left(f_{r}\right)$.

## 5. Application of the proposed method to wideband DOA estimation

In this section, we apply the method in Section 4 to wideband DOA estimation in a ULA. Let us first particularize the signal model in Section 2 to this type of array, then recall two wideband DOA estimators, IC-MUSIC and MTOPS, and finally adapt these estimators to the method proposed in this paper.

In a ULA, the time-domain response of the $m$ th sensor to the $k$ th DOA is
$\tilde{a}_{k, m}(t)=e^{-j 2 \pi f_{o} \tau_{m} \gamma_{k}} \delta\left(t-\tau_{m} \gamma_{k}\right)$
where

- $f_{o}$ is the array's central frequency, so that the sensor spacing is $c /\left(2 f_{o}\right)$ where $c$ is the propagation speed,
- $\gamma_{k} \equiv \sin \left(\theta_{k}\right)$ and $\theta_{k}$ is the angle of arrival relative to the broadside,
- $\tau_{m}$ is the delay associated with the $m$ th sensor along the array. If $\tau_{\text {max }}$ denotes the array diameter, measured as a delay, then
$\tau_{m} \equiv-\frac{\tau_{\max }}{2}+(m-1) \frac{\tau_{\max }}{M-1}, m=1,2, \ldots, M$.

The array response $\boldsymbol{A}(f)$ is just the Fourier transform of (36), ( $m=1,2, \ldots, M, k=1,2, \ldots, K$ ),
$[\boldsymbol{A}(f, \gamma)]_{m, k} \equiv e^{-j 2 \pi\left(f_{o}+f\right) \tau_{m} \gamma_{k}}$,
where
$[\boldsymbol{\gamma}]_{k} \equiv \gamma_{k}, k=1,2, \ldots, K$,
and where we have written $\boldsymbol{A}(f, \gamma)$ rather than $\boldsymbol{A}(f)$ to show the dependence on the parameters $\gamma_{k}$ explicitly. Finally, we may write the model in (4) but for the $r$ th frequency bin as
$\boldsymbol{R}\left(f_{r}\right)=\boldsymbol{A}\left(f_{r}, \gamma\right) \boldsymbol{R}_{s}\left(f_{r}\right) \boldsymbol{A}\left(f_{r}, \gamma\right)^{H}+\sigma^{2} \mathbf{I}_{M}$.

The problem of estimating the angles of arrival $\theta_{k}$ can now be cast as the problem of estimating the parameters $\gamma_{k}$, given that there is a one-to-one relationship between $\theta_{k}$ and $\gamma_{k}, \gamma_{k}=\sin \left(\theta_{k}\right)$.

In this paper, we consider the estimation of the DOA parameters $\gamma_{k}$ by means of the following two methods:

- IC-MUSIC, [27, Section 4.4.3]. In this estimator, the K DOA estimates are given by the abscissa of the main $K$ local maxima of the pseudo-spectrum

$$
\begin{equation*}
\phi(\gamma) \equiv \sum_{r=1}^{R}\left\|\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right) \boldsymbol{a}\left(f_{r}, \gamma\right)\right\|^{2}, \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
[\boldsymbol{a}(f, \gamma)]_{m} \equiv e^{-j 2 \pi\left(f_{o}+f\right) \tau_{m} \gamma}, m=1,2, \ldots, M \tag{42}
\end{equation*}
$$

- MTOPS, [20]. This estimator starts by computing a set of $M \times K$ matrices $\widehat{\boldsymbol{U}}\left(f_{r}\right)$ and another set of $M \times(M-K)$ matrices $\widehat{\boldsymbol{V}}\left(f_{r}\right)$, $r=1,2, \ldots, R$, whose columns are ortho-normal bases of the signal and noise subspaces respectively; i.e, the columns of $\widehat{\boldsymbol{U}}\left(f_{r}\right)$ span the subspace associated with $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ and

$$
\begin{equation*}
\left[\widehat{\boldsymbol{U}}\left(f_{r}\right), \widehat{\boldsymbol{V}}\left(f_{r}\right)\right]^{H}\left[\widehat{\boldsymbol{U}}\left(f_{r}\right), \widehat{\boldsymbol{V}}\left(f_{r}\right)\right]=\boldsymbol{I}_{M} \tag{43}
\end{equation*}
$$

Note that we may view the matrix pair $\left(\widehat{\boldsymbol{U}}\left(f_{r}\right), \widehat{\boldsymbol{V}}\left(f_{r}\right)\right)$ as a function of $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$, given that one such pair can be easily computed from $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$. The MTOPS estimator uses the pseudo-spectrum

$$
\begin{equation*}
\mu(\gamma) \equiv\left\|\left[\boldsymbol{E}_{2}(\gamma), \boldsymbol{E}_{3}(\gamma), \ldots, \boldsymbol{E}_{R}(\gamma)\right]\right\|_{F}^{2} \tag{44}
\end{equation*}
$$

where $(r=2,3, \ldots, R)$
$\boldsymbol{E}_{r}(\gamma) \equiv \widehat{\boldsymbol{U}}\left(f_{1}\right)^{H} \operatorname{diag}\left(\boldsymbol{a}\left(f_{r}-f_{1}, \gamma\right)\right) \widehat{\boldsymbol{V}}\left(f_{r}\right)$.
The MTOPS DOA estimates are the smallest $K$ local minima of $\mu(\gamma)$.
These estimators can be easily adapted to the method proposed in this paper, simply by applying them to a set of samples of the projection function estimate $\widehat{\mathbf{P}}_{2}(f)$; i.e, the matrices $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right),(r=1,2, \ldots, R)$, in IC-MUSIC and MTOPS would be replaced by a set of matrices $\widehat{\boldsymbol{P}}_{2}\left(f_{r}^{\prime}\right),\left(r=1,2, \ldots, R^{\prime}\right)$, where the frequencies $f_{r}^{\prime}$ are regularly spaced in $\left[f_{A}, f_{B}\right]$ and $R^{\prime}$ is close to $Q+1$. Note that the computation of the matrices $\widehat{\boldsymbol{P}}_{2}\left(f_{r}^{\prime}\right)$ involves $R^{\prime}$ eigenvalue decompositions. However, this additional complexity is small if $R \gg Q$, given that we may expect $R^{\prime}$ to be close to $Q$.

## 6. Computational burden

The proposed method consists of four computation steps whose complexities are the following:

1. Sample projection matrices $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$. The computation of the $R$ projection matrices $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right), r=1,2, \ldots, R$, requires $R$ subspace decompositions and the total complexity is $O\left(M^{3} R\right)$.
2. Polynomial coefficient matrices $\boldsymbol{G}_{q}$. The coefficient matrices $\widehat{\boldsymbol{G}}_{q}, q=1,2, \ldots, \mathrm{Q}$, are computed using (21) and involve $O\left(M^{2} R\right)$ operations.
3. First estimate $\widehat{\boldsymbol{P}}_{1}(f)$. The computation of $\widehat{\boldsymbol{P}}_{1}(f)$ is done through (25) with cost $O\left(M^{2} Q\right)$.
4. Second estimate $\widehat{\boldsymbol{P}}_{2}(f)$. This estimate is obtained from the subspace decomposition of $\widehat{\boldsymbol{P}}_{1}(f)$ and involves $O\left(M^{3}\right)$ operations.
Step (1) is the most expensive, though it must be performed in any method combining signal subspaces (such as IC-MUSIC and MTOPS, for example). Steps (2) and (3) have less complexity than step 1), given that they are just linear combinations of several matrices. Finally, step (4) has cost $O\left(M^{3}\right)$ and may be necessary at a set of $R^{\prime}$ frequencies in order to refine the projection matrix estimates. For this last point, see the numerical examples in Secs. 7.5 and 7.6.

## 7. Numerical examples

We have carried out several numerical examples for a 10 -sensor ULA following the model in Section 5. The sub-sections that follow contain the main results:

- Section 7.1 contains a list of the main parameters in the numerical examples.
- In Section 7.2, we assess the selection of $Q$ using Chebyshev interpolation in order to upper-bound the mismatch of the polynomial approximation in (12) for several values of $Q$.
- In Section 7.3, we evaluate the approximation error of one component of $\boldsymbol{P}(f)$ using the corresponding component of $\widehat{\boldsymbol{P}}_{1}(f)$.
- In Section 7.4, we evaluate the same error but for the whole matrix $\widehat{\boldsymbol{P}}_{1}(f)$ using the error measure in (52) and in the RMS sense.
- Finally, in Secs. 7.5 and 7.6 , we combine the proposed method with IC-MUSIC and MTOPS for DOA estimation.


### 7.1. Main parameters in the numerical examples

The parameters in the numerical examples were the following:
Sensor array. Linear array of $M=10$ sensors with half wavelength spacing.

Central frequency. $f_{o}=2.4 \mathrm{GHz}$.
Maximum delay along the array.
$\tau_{\max }=\frac{M-1}{2 f_{o}}=1.875 \mathrm{nsec}$.
DOA parameters. The DOA was parameterized in terms of $\gamma$ rather than $\theta$, where $\gamma=\sin (\theta)$, following the approach in Section 5 .

Received signals. Linearly-modulated signals of the form
$\sum_{n=-\infty}^{\infty} a_{n} g\left(t-n T_{c h}\right)$
where

- $a_{n}$ are zero-mean, independent complex Gaussian noise samples of variance equal to 1 .
- $g(t)$ is a raised-cosine pulse with chip period $T_{c h} \equiv 2.6 \mathrm{nsec}$ and roll-off factor $\beta \equiv 0.25$.

Sampling period. $T \equiv T_{c h} / 2$.
Signals' bandwidth relative to $f_{0}$. The signals' two-sided bandwidth $B$ followed $B / f_{o}=0.2$, i.e, $B=0.48 \mathrm{GHz}$. However, in the numerical examples, only the band in which $g(t)$ has flat spectrum was used, i.e, the band $\left[-B_{1} / 2, B_{1} / 2\right]$, where $B_{1} \equiv(1-\beta) / T_{c h}=0.288 \mathrm{GHz}$. So, the relative bandwidth employed was $B_{1} / f_{o}=0.12$.

Number of slots. $N_{s l}=50$.
Number of samples per slot. $N=1024$.
Number of frequency bins. The number of frequency bins was fixed to $R=41$ and they were equally spaced in $\left[-B_{1} / 2, B_{1} / 2\right]$.

Directions of arrival (DOAs). Two cases have been assessed:

- Three DOAs given by
$\boldsymbol{\gamma}=[0.1,0.27,0.82]^{T}$.
- Two DOAs of the form
$\boldsymbol{\gamma}=[0.1,0.1+\Delta \gamma]^{T}$,
where the increment $\Delta \gamma$ is a simulation parameter.
Signal-to-noise ratio (SNR). The SNRs in the numerical examples are equal to the total signal energy at frequency $f_{o}$ divided by the corresponding noise energy.

Least squares weights $w_{r}$. Equal to 1 .

Table 1
Chebyshev interpolation error using measure in (50).

| QK | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.1486 | 0.2624 | 0.3313 | 0.3766 |
| 1 | 0.06228 | 0.09993 | 0.1106 | 0.114 |
| 2 | 0.01739 | 0.02558 | 0.03154 | 0.03407 |
| 3 | 0.003732 | 0.007473 | 0.01038 | 0.01325 |
| 4 | 0.0006299 | 0.00211 | 0.003046 | 0.00411 |
| 5 | 0.00008891 | 0.0007461 | 0.001155 | 0.00163 |

Table 2
Chebyshev interpolation error using measure in (51).

| QK | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.5051 | 0.6319 | 0.6578 | 0.6794 |
| 1 | 0.1552 | 0.1986 | 0.2247 | 0.2454 |
| 2 | 0.03203 | 0.0652 | 0.07654 | 0.08669 |
| 3 | 0.005908 | 0.02142 | 0.02551 | 0.03059 |
| 4 | 0.0008885 | 0.006993 | 0.00854 | 0.01067 |
| 5 | 0.0001158 | 0.00227 | 0.002881 | 0.003813 |

Generation method for numerical trials. The numerical trials were generated using the domain model in (7) for reducing the simulation time. However, the results were validated by generating these trials in the time domain and checking that the results are consistent if $N \rightarrow \infty$.

Number of Monte Carlo trials. 2200.

### 7.2. Polynomial order $Q$ versus mismatch for a ten-sensor uniform linear array

We have computed an upper bound for the approximation error in (12) by means of Chebyshev interpolation applied to $\boldsymbol{P}(f)$ in range $f \in\left[f_{A}, f_{B}\right]$ with $Q+1$ nodes, where the array response matrix is given by (38), [28, Ch. 6]. This interpolation scheme delivers a polynomial approximation in the $f$ variable of the form
$\boldsymbol{P}(f) \approx \sum_{q=0}^{Q} \boldsymbol{G}_{q}\left(Q, \gamma_{1}, \ldots, \gamma_{K}\right) f^{q}$
for $f$ in $\left[f_{A}, f_{B}\right]$ and fixed $Q, \gamma_{1}, \ldots, \gamma_{K}$. Specifically, we have evaluated the error in (49) for any value of the variables involved. Table 1 shows the maximum error in (49) for several values of $Q$ and $K$, i.e the error measure
$\max _{m, m^{\prime}, f, \gamma_{1}, \ldots, \gamma_{K}}\left|\left[\boldsymbol{P}(f)-\sum_{q=0}^{Q} \boldsymbol{G}_{q}\left(Q, \gamma_{1}, \ldots, \gamma_{K}\right) f^{q}\right]_{m, m^{\prime}}\right|$.
Note that, since the components of $\boldsymbol{P}(f)$ are bounded by one, this interpolation scheme provides significant accuracy even for small values of $Q$. Table 2 shows the error measure
$\sup _{f, \gamma_{1}, \ldots, \gamma_{K}}\left\|\boldsymbol{P}(f)-\sum_{q=0}^{Q} \boldsymbol{G}_{q}\left(Q, \gamma_{1}, \ldots, \gamma_{K}\right) f^{q}\right\|_{F}$
where, again, the supremum is taken over all variables involved. This is the maximum error that would be incurred if $\boldsymbol{P}(f)$ were replaced by its polynomial approximation in the computation of $\boldsymbol{P}(f) \boldsymbol{x}$ for unit-norm vectors $\boldsymbol{x}$. The conclusion is the same.

### 7.3. Approximation of $\hat{P}_{1}\left(f_{r}\right)$ and $\hat{P}_{2}(f)$ to $P(f)$

In this section, we assess qualitatively the error in approximating the true projection matrix $\boldsymbol{P}(f)$ using either $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right), \widehat{\boldsymbol{P}}_{1}(f)$ or $\widehat{\boldsymbol{P}}_{2}(f)$ for a single component of these matrices and the DOAs in (47). The objective of this assessment is to show the improvement that can be achieved graphically.


Fig. 1. Real and imaginary part of component $[\boldsymbol{P}(f)]_{1,10}$ (thick lines) and its associated noisy estimates from $\left[\hat{\mathbf{P}}_{0}\left(f_{r}\right)\right]_{1,10}$ (thin lines).


Fig. 2. Result of fitting a polynomial of order $Q=3$ to $R=41$ equally-spaced estimates $\operatorname{Re}\left\{\left[\widehat{\mathbf{P}}_{0}\left(f_{r}\right)\right]_{1,10}\right\}$.


Fig. 3. Error in approximating $\operatorname{Re}\left\{[\boldsymbol{P}(f)]_{1,10}\right\}$ using either $\operatorname{Re}\left\{\left[\widehat{\boldsymbol{P}}_{1}(f)\right]_{1,10}\right\}$ or $\operatorname{Re}\left\{\left[\widehat{\boldsymbol{P}}_{2}(f)\right]_{1,10}\right\}$.


Fig. 4. RMS value of error norm in (52) versus the number of spectral bins $R$.


Fig. 5. Difference in dBs between the RMS error of $\widehat{\boldsymbol{P}}_{1}(f)$ for $Q=2$ and the same error for $Q \neq 2$ versus the number of covariance matrices $R$.

Fig. 1 shows the real and imaginary parts of component [ $\boldsymbol{P}(f)]_{1,10}$ and the state-of-the-art estimate $\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{1,10}$ in one realization of the numerical example for $\mathrm{SNR}=8 \mathrm{~dB}$. The smooth thick curves are the components of $[\boldsymbol{P}(f)]_{1,10}$ and the noisy thin curves the corresponding components of $\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{1,10}$. Note that $\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{1,10}$ approximates $[\boldsymbol{P}(f)]_{1,10}$ but with some error, fundamentally due to the variation of the received signals' sample spectra. Though this figure only shows one component of $\boldsymbol{P}(f)$ and $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$, the trends also hold for the rest of components, i.e, the whole matrix $\boldsymbol{P}(f)$ is a smooth function of $f$ and $\boldsymbol{P}\left(f_{r}\right) \approx \widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$.

Fig. 2 shows the result of fitting a polynomial of order $Q=3$ to the real part of $R=41$ equally-spaced samples $\operatorname{Re}\left\{\left[\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)\right]_{1,10}\right\}$. The continuous curve is the true value $[\boldsymbol{P}(f)]_{1,10}$ and the dashed curve the fitted value $\left[\widehat{\boldsymbol{P}}_{1}(f)\right]_{1,10}$. Note that the fitted value is a significantly better estimate of $[\boldsymbol{P}(f)]_{1,10}$ along the frequency band than the initial estimates (dots).

The final correction in (33) for obtaining $\widehat{\boldsymbol{P}}_{2}(f)$ from $\widehat{\boldsymbol{P}}_{1}(f)$ produces a slight variation, that can be readily seen in Fig. 3 for the real part of component $(1,10)$. This figure shows the error in approximating $\boldsymbol{P}(f)$ using either $\widehat{\boldsymbol{P}}_{1}(f)$ or $\widehat{\boldsymbol{P}}_{2}(f)$ for component $(1,10)$. Note that the curve is smooth for $\widehat{\boldsymbol{P}}_{1}(f)$ and $\widehat{\boldsymbol{P}}_{2}(f)$ and that the approximation error is small in both cases.


Fig. 6. RMS DOA error of IC-MUSIC in the estimation of $\gamma_{1}$ for the DOAs in (48) versus the DOA difference $\Delta \gamma$.
7.4. RMS approximation error of $\hat{\boldsymbol{P}}_{1}(f)$ versus the number of sample covariance matrices $R$

Fig. 4 shows the approximation error for the whole projection matrix in the example of the previous sub-section, where the error norm is
$\left(\frac{1}{R} \sum_{r=1}^{R}\left\|\boldsymbol{P}\left(f_{r}\right)-\widehat{\boldsymbol{P}}_{1}\left(f_{r}\right)\right\|_{2}^{2}\right)^{1 / 2}$.
Note that, except for $Q=0, \widehat{\boldsymbol{P}}_{1}(f)$ outperforms $\widehat{\boldsymbol{P}}_{0}(f)$ by a significant margin that can reach 17 dB for a high number of bins $R$.


Fig. 7. RMS DOA error of MTOPS in the estimation of $\gamma_{1}$ for the DOAs in (48) versus the DOA difference $\Delta \gamma$.

Fig. 5 shows the curves in Fig. 4 for $Q \neq 2$ minus the curve for $Q=2$ in dBs. This figure allows us to see what value of $Q$ performs best versus the number of bins $R$. As can be readily seen, $Q=1$ is the best choice up to $R=10$ (value below zero in " $Q=1$ " curve), while $Q=2$ is the best choice between $R=11$ and $R=150$, and $Q=3$ is the best choice for $R>150$.

### 7.5. Improvement in DOA separation

In order to assess the effect of the proposed method on the separation of DOA estimates, we have evaluated the RMS error in the estimation of $\gamma_{1}$ for varying $\Delta \gamma$ in (48) using several variants of IC-MUSIC and MTOPS for SNR $=-10 \mathrm{~dB}$. The variants were the following:

- Standard IC-MUSIC. Standard IC-MUSIC estimator using the pseudo-spectrum in (41).
- 41-bin IC-MUSIC. Standard IC-MUSIC estimator but with projection matrices $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ replaced with their estimates $\widehat{\boldsymbol{P}}_{2}\left(f_{r}\right)$.
- 5-bin IC-MUSIC. IC-MUSIC estimator applied to $R^{\prime}=5$ projection matrices $\widehat{\boldsymbol{P}}_{2}\left(f_{r}^{\prime}\right)$ as proposed at the end of Section 5. The frequencies $f_{r}^{\prime}$ formed a regular grid covering the band [ $f_{o}-B_{1} / 2, f_{o}+B_{1} / 2$ ] and the IC-MUSIC pseudo-spectrum was (41) but with frequencies $f_{r}^{\prime}, r=1,2, \ldots, R^{\prime}$.
- 1-bin IC-MUSIC. The same estimator but computed from the single projection matrix $\widehat{\boldsymbol{P}}_{2}\left(f_{o}\right)$, i.e, with $f_{1}^{\prime}=f_{o}$ and $R^{\prime}=1$.
And the MTOPS estimators were:
- Standard MTOPS. MTOPS estimator computed from the pseudo-spectrum in (44). Since this pseudo-spectrum has nu-


Fig. 8. RMS DOA error of IC-MUSIC in the estimation of $\gamma_{1}$ for the DOAs in (47) versus the SNR.
merous local peaks, the peak lying closest to 1-bin IC-MUSIC was selected as estimate. (See [20] for comments on this drawback of MTOPS.)

- 41-bin MTOPS. Standard MTOPS estimator but with projection matrices $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ replaced with their estimates $\widehat{\boldsymbol{P}}_{2}\left(f_{r}\right)$.
- 5-bin MTOPS. MTOPS estimator applied to $R^{\prime}=5$ projection matrices $\widehat{\boldsymbol{P}}_{2}\left(f_{r}^{\prime}\right)$, (Section 5), where the frequencies $f_{r}^{\prime}$ formed a regular grid covering the band $\left[f_{o}-B_{1} / 2, f_{o}+B_{1} / 2\right]$.

Fig. 6a shows the performance of 41 -bin IC-MUSIC versus that of standard IC-MUSIC. Note that the proposed method improves the smallest $\Delta \gamma$ for which the two DOAs are separable. With the


Fig. 9. RMS DOA error of MTOPS in the estimation of $\gamma_{1}$ for the DOAs in (47) versus the SNR.
standard estimator, we have $\Delta \gamma=0.15$, while the adapted method with $Q=1$ provides $\Delta \gamma=0.11$ roughly. Larger values of $Q$ imply a larger threshold for $\Delta \gamma$. We can explain this feature by the fact that a smaller $Q$ implies that less noise gets into the computation of $\widehat{\boldsymbol{P}}_{1}(f)$. However, if $Q$ is too small then we may expect a bias due to the model mismatch. As shown in the next sub-section, this bias becomes visible at high SNRs. Fig. 6b shows the same comparison for 5-bin IC-MUSIC and the behavior is the same, but with a more noticeable degradation with increasing $Q$. It is interesting to note that the best threshold is obtained for $Q=0$ and that it degrades with increasing $Q$. This phenomenon can be explained by the fact that less noise gets into the estimate $\widehat{\mathbf{P}}_{2}(f)$ if $Q$ is decreased. However, note that the SNR is fixed at -10 dB . At higher SNRs, a low value of $Q$ introduces a bias due to the model mismatch; (see curves for $Q=0$ at high SNRs in the next section).

Figs. 6c, 7a and b show the same comparison for 5 -bin ICMUSIC, 41-bin MTOPS and 5-bin MTOPS, respectively, and the conclusions that can be drawn are similar.

### 7.6. Performance improvement in SNR threshold

We have assessed the RMS error of $\gamma_{1}$ for varying SNR for the three DOAs in (47). Fig. 8a to c show the performance of 41-bin, 5bin and 1-bin IC-MUSIC respectively, while Figs. 9a and b show the performance of 41 -bin MTOPS and 5 -bin MTOPS respectively. Note that the behavior is similar to the one in the previous sub-section, i.e, the method provides an improvement of roughly 7 dBs in the SNR threshold. Additionally, we can see that the mismatch for the polynomial approximation can be perceived in the high-SNR region
and $Q=0$ in all figures. Additionally, this mismatch can be seen for $Q=1$ in Fig. 8c.

## 8. Conclusions

We have presented a method for estimating the signal subspace along a frequency band from a set of frequency-bin sample covariance matrices. Fundamentally, the method consists of fitting a polynomial to the signal projection matrices associated with these last matrices. The resulting polynomial provides an approximate signal projection matrix at any frequency in the band, which can then be used to improve the quality of wideband DOA estimators such as IC-MUSIC and MTOPS. We have presented asymptotic bounds for the bias and RMS error of the polynomial estimate and we have assessed its performance in several numerical examples.
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## Appendix A. Assessment of the first two moments of $\hat{\boldsymbol{P}}_{\mathbf{0}}\left(\boldsymbol{f}_{\mathbf{r}}\right)$

In this appendix, we present asympotic expressions for the mean and for a bound on the variance of $\widehat{\boldsymbol{P}}_{0}\left(f_{r}\right)$ which prove (13) and (15). For simplicity, let us suppress the dependency on $f_{r}$ in writing in the sequel, i.e, let us write $\boldsymbol{R}$ rather than $\boldsymbol{R}\left(f_{r}\right)$ and $\widehat{\boldsymbol{R}}$ rather than $\widehat{\boldsymbol{R}}\left(f_{r}\right)$, etc. Let us start by recalling the existing results on the perturbation of the eigenvalues of a sample covariance matrix $[25,26]$. For this, write the eigenvalue decomposition of $\boldsymbol{R}$ as
$\boldsymbol{R}=\sum_{m=1}^{M} \lambda_{m} \boldsymbol{q}_{m} \boldsymbol{q}_{m}^{H}$,
where $\lambda_{m}$ is the $m$ th eigenvalue in decreasing order and $\boldsymbol{q}_{m}$ is a corresponding eigenvector, $\boldsymbol{q}_{m}^{H} \boldsymbol{q}_{m^{\prime}}=\delta_{m-m^{\prime}},\left(m, m^{\prime}=1, \ldots, M\right)$. Due to the model in (4), but applied to the $r$ th frequency bin, we have $\lambda_{m}=\sigma^{2}, m=K+1, \ldots, M$. For the sample covariance matrix $\widehat{\boldsymbol{R}}$ in (6), but again applied to the $r$ th bin, this same decomposition takes the form
$\hat{\boldsymbol{R}}=\sum_{m=1}^{M} \hat{\lambda}_{m} \hat{\boldsymbol{q}}_{m} \hat{\boldsymbol{q}}_{m}^{H}$,
where " $"$ " marks the estimates of the corresponding parameters. Let $\hat{\boldsymbol{\epsilon}}_{m}$ denote the estimation error for $\boldsymbol{q}_{m}$, i.e,
$\hat{\boldsymbol{q}}_{m}=\boldsymbol{q}_{m}+\hat{\boldsymbol{\epsilon}}_{m}$.
In order to recall the asymptotic expressions for the first two moments of $\widehat{\epsilon}_{m}$, define the coefficients
$b_{m, \ell} \equiv \begin{cases}\frac{\lambda_{m} \lambda_{\ell}}{N\left(\lambda_{m}-\lambda_{\ell}\right)^{2}} & \text { if } m \neq \ell \\ 0 & \text { otherwise }\end{cases}$
From Eqs. (12) to (14) in [26], we have the following asymptotic expressions, where " $\cong$ " denotes an $o(1 / N)$ equality ( $m, m^{\prime}=1,2, \ldots, M$ ):
$\mathcal{E}\left\{\hat{\boldsymbol{\epsilon}}_{m}\right\} \cong\left(-\frac{1}{2} \sum_{\ell=1}^{M} b_{m, \ell}\right) \boldsymbol{q}_{m}$,
$\mathcal{E}\left\{\hat{\boldsymbol{\epsilon}}_{m} \hat{\boldsymbol{\epsilon}}_{m^{\prime}}^{H}\right\} \cong \delta_{m-m^{\prime}} \sum_{\ell=1}^{M} b_{m, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}$,
$\mathcal{E}\left\{\hat{\boldsymbol{\epsilon}}_{m} \hat{\boldsymbol{\epsilon}}_{m^{\prime}}^{T}\right\} \cong-\left(1-\delta_{m-m^{\prime}}\right) b_{m, m^{\prime}} \boldsymbol{q}_{m^{\prime}} \boldsymbol{q}_{m}^{T}$.
In App. Appendix B, we use these expressions to prove the formula
$\mathcal{E}\left\{\widehat{\boldsymbol{P}}_{0}\right\}=\boldsymbol{P}+\boldsymbol{Q} \boldsymbol{\Lambda}_{b} \mathbf{Q}^{H}+o(1 / N)$,
where $[\boldsymbol{Q}]_{, m} \equiv q_{m},(m=1,2, \ldots, M)$ and $\boldsymbol{\Lambda}_{b}$ is the diagonal matrix
$\left[\boldsymbol{\Lambda}_{b}\right]_{m, m^{\prime}} \equiv \begin{cases}-\delta_{m-m^{\prime}} \sum_{m=K+1}^{M} b_{m, \ell} & \text { if } m \leq K \\ \delta_{m-m^{\prime}} \sum_{k=1}^{K} b_{k, \ell} & \text { if } K<m \leq M .\end{cases}$
Since $b_{k, \ell}$ is $O(1 / N)$, (A.8) implies that $\widehat{\mathbf{P}}_{0}$ is asymptotically unbiased provided there is some separation between the signal and noise subspaces, i.e, $\lambda_{K}-\lambda_{K+1}>0$. To see this last point, note that all coefficients $b_{k, \ell}$ in (A.9) depend on one signal eigenvalue and one noise eigenvalue and, therefore, we have
$b_{k, \ell}=\frac{\lambda_{k} \lambda_{\ell}}{N\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} \leq \frac{\lambda_{1} \lambda_{K+1}}{N\left(\lambda_{K}-\lambda_{K+1}\right)^{2}}$.
The variance of the components of $\widehat{\boldsymbol{P}}_{0}$ can be computed using the results in $[25,26]$ through a laborious derivation and the result seems to depend on $\boldsymbol{P}$. However, we may proceed in an indirect way by bounding $\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}$, given that
$\max _{m, m^{\prime}}\left|\left[\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right]_{m, m^{\prime}}\right|^{2} \leq\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}$.
In App. Appendix C, we prove the following asymptotic bound
$\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}\right\} \leq \frac{8}{N\left(\lambda_{K}-\lambda_{K+1}\right)^{2}} \sum_{k=1}^{K} \lambda_{k} \sum_{\ell=1}^{M-K} \lambda_{K+\ell}+o\left(\frac{1}{N}\right)$.
Recalling that $\lambda_{m}=\sigma^{2}$ if $K<m \leq M$, we may combine the last two inequalities to obtain a bound on the quadratic error for any component ( $m, m^{\prime}$ ),
$\mathcal{E}\left\{\left|\left[\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right]_{m, m^{\prime}}\right|^{2}\right\} \leq \frac{8(M-K) \sigma^{2}}{N\left(\lambda_{K}-\sigma^{2}\right)^{2}} \sum_{k=1}^{K} \lambda_{k}+o\left(\frac{1}{N}\right)$.
Since, from (A.8), the mean of $\left[\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right]_{m, m^{\prime}}$ is $O(1 / N)$, (A.13) is also valid for the variance, i.e,
$\operatorname{Var}\left\{\left[\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right]_{m, m^{\prime}}\right\} \leq \frac{8(M-K) \sigma^{2}}{N\left(\lambda_{K}-\sigma^{2}\right)^{2}} \sum_{k=1}^{K} \lambda_{k}+o\left(\frac{1}{N}\right)$.

## Appendix B. First- and second-order moments of sample covariance matrix eigenvectors

Let us first compute the first- and second-order moments of $\widehat{q}_{m}$. From (A.5), we have
$\mathcal{E}\left\{\hat{\boldsymbol{q}}_{m}\right\} \cong \boldsymbol{q}_{m}+\left(-\frac{1}{2} \sum_{\ell=1}^{M} b_{m, \ell}\right) \boldsymbol{q}_{m}=c_{m} \boldsymbol{q}_{m}$,
where we define the coefficients
$c_{m} \equiv 1-\frac{1}{2} \sum_{\ell=1}^{M} b_{m, \ell}$.
From (A.6) and (B.1), we have

$$
\begin{align*}
\mathcal{E}\left\{\hat{\boldsymbol{q}}_{m} \hat{\boldsymbol{q}}_{m^{\prime}}^{H}\right\} & =\mathcal{E}\left\{\left(\boldsymbol{q}_{m}+\hat{\boldsymbol{\epsilon}}_{m}\right)\left(\boldsymbol{q}_{m^{\prime}}+\hat{\boldsymbol{\epsilon}}_{m^{\prime}}\right)^{H}\right\} \\
& =\boldsymbol{q}_{m} \boldsymbol{q}_{m^{\prime}}^{H}+\boldsymbol{q}_{m} E\left\{\hat{\boldsymbol{\epsilon}}_{m^{\prime}}^{H}\right\}+E\left\{\hat{\boldsymbol{\epsilon}}_{m}\right\} \boldsymbol{q}_{m^{\prime}}^{H}+E\left\{\hat{\boldsymbol{\epsilon}}_{m} \hat{\boldsymbol{\epsilon}}_{m^{\prime}}^{H}\right\} \\
& =\left(1+c_{m}+c_{m^{\prime}}\right) \boldsymbol{q}_{m} \boldsymbol{q}_{m^{\prime}}^{H}+\delta_{m-m^{\prime}} \sum_{\ell=1}^{M} b_{m, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H} . \tag{B.3}
\end{align*}
$$

If $m=m^{\prime}$ this expression reduces to
$\mathcal{E}\left\{\hat{\boldsymbol{q}}_{m} \hat{\boldsymbol{q}}_{m}^{H}\right\}=\left(1+2 c_{m}\right) \boldsymbol{q}_{m} \boldsymbol{q}_{m}^{H}+\sum_{\ell=1}^{M} b_{m, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}$.
Adding up (B.4) for $m=1,2, \ldots, K$, we obtain a formula for $\mathcal{E}\left\{\widehat{\boldsymbol{P}}_{0}\right\}$, noting that $\boldsymbol{P}=\sum_{k=1}^{K} \boldsymbol{q}_{k} \boldsymbol{q}_{k}^{H}$ :

$$
\begin{align*}
\mathcal{E}\left\{\hat{\boldsymbol{P}}_{0}\right\} & \cong \sum_{k=1}^{K}\left(\left(1+2 c_{k}\right) \boldsymbol{q}_{k} \boldsymbol{q}_{k}^{H}+\sum_{\ell=1}^{M} b_{k, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}\right) \\
& =\sum_{k=1}^{K}\left(\left(1-\sum_{\ell=1}^{M} b_{k, \ell}\right) \boldsymbol{q}_{k} \boldsymbol{q}_{k}^{H}+\sum_{\ell=1}^{M} b_{k, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}\right) \\
& =\boldsymbol{P}-\sum_{k=1}^{K} \sum_{\ell=1}^{M} b_{k, \ell} \boldsymbol{q}_{k} \boldsymbol{q}_{k}^{H}+\sum_{k=1}^{K} \sum_{\ell=1}^{M} b_{k, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H} . \tag{B.5}
\end{align*}
$$

And doing the same for $m=K+1, \ldots, M$, we obtain

$$
\begin{align*}
\mathcal{E}\left\{\boldsymbol{I}_{M}-\hat{\boldsymbol{P}}_{0}\right\} \cong & \boldsymbol{I}_{M}-\boldsymbol{P} \\
& -\sum_{m=K+1}^{M} \sum_{\ell=1}^{M} b_{m, \ell} \boldsymbol{q}_{m} \boldsymbol{q}_{m}^{H}+\sum_{m=K+1}^{M} \sum_{\ell=1}^{M} b_{m, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H} \tag{B.6}
\end{align*}
$$

The last two formulas involve coefficients $b_{k, \ell}$ in which both $k$ and $\ell$ are either smaller than $K+1$ or larger than $K$, i.e, coefficients computed from pairs of eigenvalues associated to either the signal or noise subspace. Such coefficients $b_{k, \ell}$ can be arbitrarily large, given that the only condition on the eigenvalues $\lambda_{m}$ is that there is a significant gap $\lambda_{K}-\lambda_{K+1}$ between the signal and noise eigenvalues. We solve this drawback by writing $\mathcal{E}\left\{\widehat{\boldsymbol{P}}_{0}\right\}$ in terms of $\mathcal{E}\left\{\left(\boldsymbol{I}_{M}-\boldsymbol{P}\right) \widehat{\boldsymbol{P}}_{0}\right\}$ and $\mathcal{E}\left\{\boldsymbol{P}\left(\boldsymbol{I}_{M}-\widehat{\boldsymbol{P}}_{0}\right)\right\}$. We have from (B.5),
$\mathcal{E}\left\{\left(\boldsymbol{I}_{M}-\boldsymbol{P}\right) \hat{\boldsymbol{P}}_{0}\right\} \cong \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} b_{k, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}$
and from (B.6),
$\mathcal{E}\left\{\boldsymbol{P}\left(\boldsymbol{I}_{M}-\hat{\boldsymbol{P}}_{0}\right)\right\} \cong \sum_{m=K+1}^{M} \sum_{\ell=1}^{K} b_{m, \ell} \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H}$.
Finally, combining the last two equations, we have

$$
\begin{align*}
\mathcal{E}\left\{\hat{\boldsymbol{P}}_{0}\right\}= & \mathcal{E}\left\{\boldsymbol{P}+\left(\boldsymbol{I}_{M}-\boldsymbol{P}\right) \hat{\boldsymbol{P}}_{0}-\boldsymbol{P}\left(\boldsymbol{I}_{M}-\hat{\boldsymbol{P}}_{0}\right)\right\} \\
= & \boldsymbol{P}+\mathcal{E}\left\{\left(\boldsymbol{I}_{M}-\boldsymbol{P}\right) \hat{\boldsymbol{P}}_{0}\right\}-\mathcal{E}\left\{\boldsymbol{P}\left(\boldsymbol{I}_{M}-\hat{\boldsymbol{P}}_{0}\right)\right\} \\
& \cong \boldsymbol{P}+\sum_{\ell=K+1}^{M}\left(\sum_{k=1}^{K} b_{k, \ell}\right) \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H} \\
& -\sum_{\ell=1}^{K}\left(\sum_{m=K+1}^{M} b_{m, \ell}\right) \boldsymbol{q}_{\ell} \boldsymbol{q}_{\ell}^{H} . \tag{B.9}
\end{align*}
$$

The matrix form of this expression is (A.8).

## Appendix C. Derivation of bound on expected quadratical error

The eigenvalue decomposition of $\boldsymbol{R}$ in (A.1) can be written as
$\boldsymbol{R}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{H}$
where $\boldsymbol{Q}$ is unitary, $[\boldsymbol{Q}]_{m} \equiv \boldsymbol{q}_{m}$, and $\boldsymbol{\Lambda}$ is a diagonal matrix with components $[\Lambda]_{m, m^{\prime}}=\delta_{m-m^{\prime}} \lambda_{m}, m, m^{\prime}=1,2, \ldots, M$. The sample
covariance matrix $\widehat{\boldsymbol{R}}$ can be described as the average of $N$ independent, complex normal $M \times 1$ vectors $\boldsymbol{x}_{n}$, of zero mean and covariance $\boldsymbol{R}$,
$\widehat{\boldsymbol{R}}=\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{x}_{n} \boldsymbol{x}_{n}^{H}$.
Next, consider the vectors $\boldsymbol{s}_{n} \equiv \boldsymbol{Q}^{H} \boldsymbol{x}_{n}$ which are also independent, complex normal and of zero mean, but of covariance matrix $\boldsymbol{\Lambda}$. The sample covariance matrix of these vectors is
$\widehat{\boldsymbol{C}} \equiv \frac{1}{N} \sum_{n=1}^{N} \widehat{\boldsymbol{s}}_{n} \widehat{\boldsymbol{s}}_{n}^{H}$.
where $\hat{\boldsymbol{s}}_{n} \equiv \boldsymbol{Q}^{H} \hat{\boldsymbol{x}}_{n}$. Given a realization $\widehat{\boldsymbol{R}}$ and its corresponding $\widehat{\boldsymbol{C}}$, let us bound the error in approximating $\boldsymbol{P}$ using $\widehat{\boldsymbol{P}}_{0}$ by resorting to a perturbation theory result in [29]. First, define the following measure for the dissimilarity between the spans of $\boldsymbol{P}$ and $\widehat{\boldsymbol{P}}_{0}$ :
$\widehat{\eta} \equiv \frac{\left\|\widehat{\boldsymbol{C}}_{s n}\right\|_{F}^{2}}{\left(\lambda_{K}-\lambda_{K+1}\right)^{2}}$,
where $\widehat{\boldsymbol{C}}_{s n}$ is the block formed by the intersection of the first $K$ rows and last $M-K$ columns of $\widehat{\boldsymbol{C}}$, i.e, $\widehat{\boldsymbol{C}}_{s n} \equiv[\widehat{\boldsymbol{C}}]_{1: K, K+1: M}$. Combining theorems 2.1 and 3.1 of [29], we have that if $\widehat{\eta}<1 / 4$ then $\left\|\widehat{\boldsymbol{P}_{0}}-\boldsymbol{P}\right\|_{F}^{2} \leq 8 \widehat{\eta}$.
(See also comments on page 232 of [29].)
In order to turn (C.5) into an asymptotic inequality, let us first compute the first two moments of the components of $\widehat{\boldsymbol{C}}_{s n}$ and then the mean and variance of $\widehat{\eta}$. For simplicity, let $c_{k, \ell}$ and $s_{n, k}$ denote $\left[\widehat{\boldsymbol{C}}_{k, \ell}\right.$ and $\left[\boldsymbol{s}_{n}\right]_{k}$ respectively. For any indices $k, \ell, p$ and $q$, lying between 1 and $M$ and following $k \neq \ell$ and $p \neq q$, we have:

$$
\begin{align*}
\mathcal{E}\left\{c_{k, \ell}\right\} & =0 \text { given that } k \neq \ell \text { and } \\
\mathcal{E}\left\{c_{k, \ell}\right\} & =[\mathcal{E}\{\widehat{\boldsymbol{C}}\}]_{k, \ell}=[\boldsymbol{\Lambda}]_{k, \ell}=0 . \tag{C.6}
\end{align*}
$$

- The formula

$$
\begin{equation*}
\mathcal{E}\left\{c_{k, \ell} c_{p, q}\right\}=\frac{1}{N} \delta_{k-q} \delta_{\ell-p} \lambda_{k} \lambda_{\ell} . \tag{C.7}
\end{equation*}
$$

To prove this result, recall the formula for the expectation of the product of four complex normal random variables $a_{k},[30]$ :

$$
\begin{align*}
\mathcal{E}\left\{a_{1} a_{2} a_{3} a_{4}\right\}= & \mathcal{E}\left\{a_{1} a_{2}\right\} \mathcal{E}\left\{a_{3} a_{4}\right\}+\mathcal{E}\left\{a_{1} a_{3}\right\} \mathcal{E}\left\{a_{2} a_{4}\right\} \\
& +\mathcal{E}\left\{a_{1} a_{4}\right\} \mathcal{E}\left\{a_{2} a_{3}\right\}-\mathcal{E}\left\{a_{1}\right\} \mathcal{E}\left\{a_{2}\right\} \mathcal{E}\left\{a_{3}\right\} \mathcal{E}\left\{a_{4}\right\} . \tag{C.8}
\end{align*}
$$

The proof is the following. We have

$$
\begin{align*}
\mathcal{E}\left\{c_{k, \ell} c_{p, q}\right\}= & \left.\mathcal{E}\left\{\left[\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{s}_{n} \boldsymbol{s}_{n}^{H}\right]\right]_{k, \ell}\left[\frac{1}{N} \sum_{n^{\prime}=1}^{N} \boldsymbol{s}_{\boldsymbol{n}^{\prime}} \boldsymbol{s}_{\boldsymbol{n}^{\prime}}^{H}\right] p, q\right\} \\
= & \frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{n^{\prime}=1}^{N} \mathcal{E}\left\{s_{n, k} s_{n, \ell}^{*} s_{n^{\prime}, p} s_{n^{\prime}, q}^{*}\right\} \\
= & \frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{n^{\prime}=1}^{N}\left(\mathcal{E}\left\{s_{n, k} s_{n, \ell}^{*}\right\} \mathcal{E}\left\{s_{n^{\prime}, p} s_{n^{\prime}, q}^{*}\right\}\right. \\
& +\mathcal{E}\left\{s_{n, k} s_{n^{\prime}, p}\right\} \mathcal{E}\left\{s_{n, \ell}^{*} s_{n^{\prime}, q}^{*}\right\}+\mathcal{E}\left\{s_{n, k} s_{n^{\prime}, q}^{*}\right\} \mathcal{E}\left\{s_{n, \ell}^{*} s_{n^{\prime}, p}\right\} \\
& \left.-\mathcal{E}\left\{s_{n, k}\right\} \mathcal{E}\left\{s_{n, \ell}\right\} \mathcal{E}\left\{s_{n^{\prime}, p}\right\} \mathcal{E}\left\{s_{n^{\prime}, q}\right\}\right) \tag{C.9}
\end{align*}
$$

In this parenthesis, we have:

- The first term is zero because $\mathcal{E}\left\{s_{n, k} s_{n, \ell}^{*}\right\}=[\boldsymbol{\Lambda}]_{k, \ell}=0$.
- If $n \neq n^{\prime}$ the second term is zero because $\boldsymbol{s}_{n}$ and $\boldsymbol{s}_{n^{\prime}}$ are independent and $\mathcal{E}\left\{\boldsymbol{s}_{n}\right\}=0$. If $n=n^{\prime}$ this term is zero because $\mathcal{E}\left\{\boldsymbol{s}_{n} \boldsymbol{s}_{n}^{T}\right\}=\mathbf{0}_{M}$.
- The third term is zero if $n \neq n^{\prime}$ because $\boldsymbol{s}_{n}$ is independent of $\boldsymbol{s}_{n^{\prime}}$ and $\mathcal{E}\left\{\boldsymbol{s}_{n}\right\}=0$. And, if $n=n^{\prime}$, then it is also zero if $k \neq q$ or $\ell \neq p$, because $\mathcal{E}\left\{\boldsymbol{s}_{n} \boldsymbol{s}_{n}^{H}\right\}=\boldsymbol{\Lambda}$ is a diagonal matrix. Thus, we have that the third term is equal to

$$
\begin{align*}
& \delta_{n-n^{\prime}} \delta_{k-q} \delta_{\ell-p} \mathcal{E}\left\{s_{n, k} s_{n, k}^{*}\right\} \mathcal{E}\left\{s_{n, \ell} s_{n, \ell}^{*}\right\} \\
& \quad=\delta_{n-n^{\prime}} \delta_{k-q} \delta_{\ell-p} \lambda_{k} \lambda_{\ell} . \tag{C.10}
\end{align*}
$$

- The fourth term is zero because $\mathcal{E}\left\{\boldsymbol{s}_{n}\right\}=0$.

So, in summary, we have

$$
\begin{align*}
\mathcal{E}\left\{c_{k, \ell} c_{p, q}\right\} & =\frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{n^{\prime}=1}^{N} \delta_{n-n^{\prime}} \delta_{k-q} \delta_{\ell-p} \lambda_{k} \lambda_{\ell} \\
& =\frac{1}{N} \delta_{k-q} \delta_{\ell-p} \lambda_{k} \lambda_{\ell} . \tag{C.11}
\end{align*}
$$

- We also have
$\mathcal{E}\left\{c_{k, \ell} c_{p, q}^{*}\right\}=\frac{1}{N} \delta_{k-p} \delta_{\ell-q} \lambda_{k} \lambda_{\ell}$.
The proof is the following. We have

$$
\begin{align*}
\mathcal{E}\left\{c_{k, \ell} c_{p, q}^{*}\right\} & =\mathcal{E}\left\{\left[\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{s}_{n} \boldsymbol{s}_{n}^{H}\right]_{k, \ell}\left[\frac{1}{N} \sum_{n^{\prime}=1}^{N} \boldsymbol{s}_{n^{\prime}}^{*} \boldsymbol{s}_{n^{\prime}}^{T}\right]_{p, q}\right\} \\
& =\frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{n^{\prime}=1}^{N} \mathcal{E}\left\{s_{n, k} s_{n, \ell}^{*} s_{n^{\prime}, p}^{*} s_{n^{\prime}, q}\right\} \\
& =\frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{n^{\prime}=1}^{N} \mathcal{E}\left\{s_{n, k} s_{n, \ell}^{*} s_{n^{\prime}, q} s_{n^{\prime}, p}^{*}\right\} \tag{C.13}
\end{align*}
$$

Comparing this expression with the second line of (C.9), we can readily see that

$$
\begin{equation*}
\mathcal{E}\left\{c_{k, \ell} c_{p, q}^{*}\right\}=\mathcal{E}\left\{c_{k, \ell} c_{q, p}\right\} . \tag{C.14}
\end{equation*}
$$

Therefore, from (C.11), we obtain (C.12).
Let us now compute the mean of $\widehat{\eta}$. From (C.4) and (C.12), we have

$$
\begin{align*}
\mathcal{E}\{\widehat{\eta}\} & =\frac{1}{\left(\lambda_{K}-\lambda_{K+1}\right)^{2}} \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} \mathcal{E}\left\{c_{k, \ell} c_{k, \ell}^{*}\right\} \\
& =\frac{1}{N\left(\lambda_{K}-\lambda_{K+1}\right)^{2}} \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} \lambda_{k} \lambda_{\ell} . \tag{C.15}
\end{align*}
$$

Regarding the second-order moment, it follows the formula:

$$
\begin{align*}
\mathcal{E}\left\{\widehat{\eta}^{2}\right\}= & \frac{1}{\left(\lambda_{K}-\lambda_{K+1}\right)^{4}} \\
& \cdot \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} \sum_{k^{\prime}=1}^{K} \sum_{\ell^{\prime}=K+1}^{M} \mathcal{E}\left\{c_{k, \ell} c_{k, \ell}^{*} c_{k^{\prime}, \ell^{\prime}}^{*} c_{k^{\prime}, \ell^{\prime}}\right\} . \tag{C.16}
\end{align*}
$$

Expanding the summand using (C.8), we have

$$
\begin{align*}
& \mathcal{E}\left\{c_{k, \ell} c_{k, \ell}^{*} c_{k^{\prime}, \ell^{\prime}}^{*} c_{k^{\prime}, \ell^{\prime}}\right\}=\mathcal{E}\left\{c_{k, \ell} c_{k, \ell}^{*}\right\} \mathcal{E}\left\{c_{k^{\prime}, \ell^{\prime}}^{*} c_{k^{\prime}, \ell^{\prime}}\right\} \\
&+\mathcal{E}\left\{c_{k, \ell} c_{k^{\prime}, \ell^{\prime}}^{*}\right\} \mathcal{E}\left\{c_{k, \ell}^{*} c_{k^{\prime}, \ell^{\prime}}\right\}+\mathcal{E}\left\{c_{k, \ell} c_{k^{\prime}, \ell^{\prime}}\right\} \mathcal{E}\left\{c_{k, \ell}^{*} c_{k^{\prime}, \ell^{\prime}}^{*}\right\} \tag{C.17}
\end{align*}
$$

Note that this is a sum of products consisting of factors of the form in either (C.7) or (C.12). As a consequence, all these products are $O\left(1 / N^{2}\right)$ and we have
$\mathcal{E}\left\{\hat{\eta}^{2}\right\}=O\left(1 / N^{2}\right)$.
Finally, let us derive the asymptotic inequality. Start by decomposing the expectation of $\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}$ by conditioning on $\widehat{\eta}^{2}<1 / 4$ :

$$
\begin{align*}
\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}\right\}= & \mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2} \leq 1 / 4\right\}\left(1-\mathcal{P}\left(\widehat{\eta}^{2}>1 / 4\right)\right) \\
& +\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2}>1 / 4\right\} \mathcal{P}\left(\widehat{\eta}^{2}>1 / 4\right) \\
= & \mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2} \leq 1 / 4\right\} \\
& +\left(\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2}>1 / 4\right\}\right. \\
& \left.-\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2} \leq 1 / 4\right\}\right) \cdot \mathcal{P}\left(\widehat{\eta}^{2}>1 / 4\right) . \tag{C.19}
\end{align*}
$$

From (C.5), we have that the first term follows
$\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2} \mid \widehat{\eta}^{2} \leq 1 / 4\right\} \leq 8 \mathcal{E}\{\widehat{\eta}\}$.
Regarding the second term, the expectations inside the parenthesis are bounded, because projection matrices have components bounded by one. Besides, we may apply Markov's inequality and use (C.17) to obtain
$\mathcal{P}(\widehat{\eta}>1 / 4)=\mathcal{P}\left(\widehat{\eta}^{2}>1 / 16\right)<16 \mathcal{E}\left\{\widehat{\eta}^{2}\right\}=O\left(1 / N^{2}\right)$.
So, we have that the whole second term in (C.18) is $O\left(1 / N^{2}\right)$ and, therefore, is $o(1 / N)$. In summary, recalling (C.14), we obtain the asymptotic inequality
$\mathcal{E}\left\{\left\|\widehat{\boldsymbol{P}}_{0}-\boldsymbol{P}\right\|_{F}^{2}\right\} \leq \frac{8}{N\left(\lambda_{K}-\lambda_{K+1}\right)^{2}} \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} \lambda_{k} \lambda_{\ell}+o\left(\frac{1}{N}\right)$.
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