Rational-Harmonic Balancing Approach to Nonlinear Phenomena Governed by Pendulum-Like Differential Equations
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This paper presents a new approach for solving accurate approximate analytical solutions for nonlinear phenomena governed by pendulum-like differential equations. The new approach couples Taylor series expansion with rational harmonic balancing. An approximate rational solution depending on a small parameter is considered. After substituting the approximate solution into the governing differential equation, this equation is expanded in Taylor series of the parameter prior to harmonic balancing. The approach gives a cubic equation, which must be solved in order to obtain the value of the small parameter. A method for transforming this cubic equation into a linear equation is presented and discussed. Using this approach, accurate approximate analytical expressions for period and periodic solutions are obtained. We also compared the Fourier series expansions of the analytical approximate solution and the exact one. This allowed us to compare the coefficients for the different harmonic terms in these solutions. These analytical approximations may be of interest for those researchers working in nonlinear physical phenomena governed by pendulum-like differential equations in fields such as classical mechanics, vibrations, acoustics, electromagnetism, electronics, superconductivity, optics, gravitation, and others.
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1. Introduction

Nonlinear oscillations in physics, mathematics, and engineering has been a topic to intensive research for many years. A large variety of approximate technologies have been developed to determine the periodic solutions of nonlinear oscillatory systems. The most common and most widely studied methods of all approximation methods for nonlinear differential equations are perturbation methods [1, 2]. Some other techniques include variational iteration [3–6], Exp-function [7], homotopy perturbation [8–12], equivalent linearization [13], standard and modified Lindstedt-Poincaré [14, 15], parameter expanding [15–17], harmonic balance [1, 18, 19] methods, etc. Surveys of the literature with numerous references, useful bibliography, and a review of these methods can be found in detail in [4] and [15].

The simple pendulum oscillatory motion is among the most investigated motions in physics [2,11,19,20–24] and many nonlinear phenomena in real world are governed by pendulum-like differential equations [21,22]. As Lima [22] pointed out, these nonlinear equations arise in many fields of science and technology, such as acoustic vibrations [2], oscillations in small molecules [21], oscillations of buildings during earthquakes [25], post-buckling in cantilever columns [26], optically torqued nanorods [27], Josephson superconductivity junctions [21,28], elliptic filters for electronic devices [21], analysis of smectic C liquid crystals [29], gravitational lensing in general relativity [30], advanced models in field theory [31], and others.

The method of harmonic balance is a well-established procedure for determining analytical approximations to the solutions of differential equations, the time domain response of which can be expressed as Fourier series [1]. In the usual harmonic balance methods, the solution of a nonlinear system is assumed to be of the form of a truncated Fourier series [1,18]. Being different from the other nonlinear analytical methods, such as perturbation techniques, the harmonic balance method does not depend on small parameters, such that it can find wide application in nonlinear problems without linearization or small perturbations. Various generalizations of the harmonic balance method have
been made and one of them is the rational representation proposed by Mickens [1,32–34]. In this method the approximate solution obtained approximates all of the harmonics in the exact solution [34,35], whereas the usual harmonic balance techniques provide an approximation to only the lowest harmonic components. For most cases, the application of the rational harmonic balance method leads to very complicated sets of algebraic equations with very complex nonlinearity that have to be solved even for the second-order approximation. In an attempt to provide better solution methodology a modification in this technique is proposed for constructing approximate nonlinear oscillations with odd nonlinearities [36,37] and now it is proposed for constructing approximate solutions for nonlinear phenomena governed by pendulum-like differential equations.

2. Solution Procedure

The dimensionless nonlinear differential equation for the free, undamped simple pendulum is

\[ \frac{d^2x}{dt^2} + \sin x = 0, \]  

(1)

with the initial conditions

\[ x(0) = A \quad \text{and} \quad \frac{dx}{dt}(0) = 0. \]  

(2)

The periodic solution of (1) and the period depend on the amplitude A. In the small-angle regime, the approximation \( \sin x \approx x \) works, yielding the usual linearization for (1), as given by

\[ \frac{d^2x}{dt^2} + x = 0. \]  

(3)

For the initial conditions given in (2), the solution of this problem is the well-known expression \( x(t) = A \cos \omega t \) and in this regime the motion is harmonic with a dimensionless frequency \( \omega = 1 \) and a period \( T = 2\pi \). Beyond this regime, (1) can be numerically solved but we are interested in analytical approximations.

There exists no small parameter in (1), so the standard perturbation methods cannot be applied directly. Due to the fact that the rational harmonic balance method (RHBM) requires neither a small parameter nor a linear term in a differential equation [1], one possibility to approximately solve (1) is by means of this method. The main purpose of this paper is to construct an analytical approximation to the solution of (1) using a modified RHBM introduced by Beléndez et al. [36,37] and which has been applied for truly conservative nonlinear oscillators with good results. To solve (1) by the modified RHBM, a new independent variable \( \tau = \omega t \) is introduced. Then (1) and (2) can be rewritten as

\[ \omega^2 \frac{d^2x(\tau)}{d\tau^2} + \sin(x(\tau)) = 0, \]  

(4)

\[ x(0) = A, \quad \frac{dx}{d\tau}(0) = 0. \]  

(5)

The new independent variable is chosen in such a way that the solution of (4) is a periodic function of \( \tau \) of period \( 2\pi \). The corresponding frequency of the nonlinear oscillator is \( \omega \) and it is a function of the amplitude \( A \).

In order to determine an improved approximation we use a rational form given by the following expression [1]:

\[ x_2(\tau) = \frac{A_1 \cos \tau}{1 + B_2 \cos 2\tau}. \]  

(6)

In this equation it is satisfied that \( |B_2| \ll 1 \), and \( A_1 \) and \( B_2 \) are constants, one of which can be determined from the initial conditions expressed in (5), which yield \( A_1 = A(1 + B_2) \), i.e.,

\[ x_2(\tau) = \frac{(1 + B_2)A \cos \tau}{1 + B_2 \cos 2\tau}, \]  

(7)

whose substitution into (4) yields

\[ -\omega^2 A(1 + B_2) \cos \tau \frac{\cos \tau}{1 + B_2 \cos 2\tau} + \omega^2 4AB_2(1 + B_2) \cos 3\tau \frac{\cos \tau}{1 + B_2 \cos 2\tau}^3 \]

\[ + \omega^2 8AB_2^2(1 + B_2) \cos \tau \sin^2 2\tau \frac{\cos \tau}{(1 + B_2 \cos 2\tau)^3} \approx 0, \]

which can be written as follows:

\[ F(A, B_2, \omega, \tau) = 0. \]  

(9)

As \( |B_2| \ll 1 \) we can do the following Taylor series expansion:

\[ F(A, B_2, \omega, \tau) \approx F_0(A, \omega, \tau) + F_1(A, \omega, \tau)B_2 + F_2(A, \omega, \tau)B_2^2, \]  

(10)
where
\[ F_0(A, \omega, \tau) = -A\omega^2 \cos \tau + \sin(A \cos \tau), \quad (11) \]
\[ F_1(A, \omega, \tau) = -\frac{1}{2} \omega^2 A (\cos \tau - 9 \cos 3 \tau) \]
\[ + \frac{1}{2} A (\cos \tau - \cos 3 \tau) \cos (A \cos \tau), \quad (12) \]
\[ F_2(A, \omega, \tau) = \frac{1}{4} \omega^2 A (9 \cos 3 \tau - 25 \cos 5 \tau) \]
\[ - A (\cos \tau + 3 \cos 3 \tau) \sin^2 \tau \cos (A \cos \tau) \]
\[ - 2 A^2 \cos^2 \tau \sin^4 \tau \sin (A \cos \tau). \quad (13) \]

Expanding (10) in a trigonometric series and taking into account (9) we can write
\[ H^{(1)}(A, B_2, \omega) \cos \tau + H^{(3)}(A, B_2, \omega) \cos 3 \tau \]
\[ + \text{HOH} = 0, \quad (14) \]
where HOH stands for higher-order harmonics and
\[ H^{(1)}(A, B_2, \omega) = f_0^{(1)}(A, \omega) + f_1^{(1)}(A, \omega)B_2 \]
\[ + f_2^{(1)}(A, \omega)B_2^2, \quad (15) \]
\[ H^{(3)}(A, B_2, \omega) = f_0^{(3)}(A, \omega) + f_1^{(3)}(A, \omega)B_2 \]
\[ + f_2^{(3)}(A, \omega)B_2^2. \quad (16) \]

In (15) and (16), \( f_m^{(1)}(A, \omega) \) and \( f_m^{(3)}(A, \omega) \) \((m = 0, 1, 2)\) are given as follows:
\[ f_0^{(1)}(A, \omega) = -\omega^2 A + 2J_1(A), \quad (19) \]
\[ f_1^{(1)}(A, \omega) = -\frac{1}{2} \omega^2 A + 4J_1(A) - \frac{12}{A} J_2(A), \quad (20) \]
\[ f_2^{(1)}(A, \omega) = \frac{8}{A^3} \left[ (-30 + A^2) A J_1(A) \right] \]
\[ + 3 (40 - 3 A^2) J_2(A), \quad (21) \]
\[ f_0^{(3)}(A, \omega) = 2J_1(A) - \frac{8}{A} J_2(A), \quad (22) \]
\[ f_1^{(3)}(A, \omega) = \frac{9}{2} \omega^2 A + \left( 4 - \frac{240}{A^2} \right) J_1(A) \]
\[ + \left( -\frac{60}{A} + \frac{960}{A^3} \right) J_2(A), \quad (23) \]
\[ f_2^{(3)}(A, \omega) = \frac{9}{4} \omega^2 A + \left( 8 - \frac{2640}{A^2} + \frac{60480}{A^4} \right) J_1(A) \]
\[ - \left( \frac{264}{A} - \frac{20640}{A^3} + 241920 \right) J_2(A). \quad (24) \]

In (19)–(24), \( J_n(A) \) is the \( n \)-order Bessel function of the first kind.

Setting the coefficients of \( \cos \tau \) and \( \cos 3 \tau \) to zero in (14) it follows that
\[ H^{(1)}(A, B_2, \omega) = 0, \quad (25) \]
\[ H^{(3)}(A, B_2, \omega) = 0, \quad (26) \]
which allow us to obtain \( B_2 \) and the second-order approximate frequency \( \omega \) as a function of \( A \). Solving (25) for \( \omega \) yields
\[ \omega(A) = \frac{2}{A^2 \sqrt{2 + B_2}} \left\{ \left[ A^3 + 2A^3 B_2 \right. \right. \]
\[ \left. + (4A^3 - 120A)B_2^2 \right] J_1(A) \]
\[ - \left[ 6A^2 B_2 + 6(6A^2 - 80)B_2^2 \right] J_2(A) \right\}^{1/2} \quad (27) \]
and substituting (27) into (26) gives the following cubic equation which must be solved to obtain \( B_2 \):
\[ B_2^3 + a_2(A)B_2^2 + a_1(A)B_2 + a_0(A) = 0, \quad (28) \]
where
\[ a_2(A) = \frac{b_2(A)}{b_3(A)}, \quad (29) \]
\[ a_1(A) = \frac{b_1(A)}{b_3(A)}, \quad (30) \]
\[ a_0(A) = \frac{b_0(A)}{b_3(A)}. \quad (31) \]
and \( b_0, b_1, b_2, \) and \( b_3 \) are given as follows:
\[ b_0 = 2A^4 J_1(A) - 8A^3 J_2(A), \quad (32) \]
\[ b_1 = (-240A^2 + 13A^4) J_1(A) \]
\[ + (960A - 60A^3) J_2(A), \quad (33) \]
\[ b_2 = (60480 - 2640A^2 + 26A^4) J_1(A), \]
\[ - \left( \frac{241920}{A} - 20640A + 318A^3 \right) J_2(A), \quad (34) \]
\[ b_3(A) = (-1080A^2 + 36A^4) J_1(A) \]
\[ + (4320A - 324A^3) J_2(A). \quad (35) \]
The polynomial discriminant $D(A)$ of the cubic equation given in (28) is defined as follows [1]:

$$D(A) = \frac{p^3(A)}{27} + \frac{q^2(A)}{4},$$

(36)

where

$$p(A) = \frac{3a_1(A) - a_2^2(A)}{3},$$

(37)

$$q(A) = \frac{9a_1(A)a_2(A) - 27a_0(A) - 2a_3^3(A)}{27}.$$  

(38)

Determining which roots of (28) are real and which are complex can be accomplished by noting that, if the polynomial discriminant $D > 0$, one root is real and two are complex conjugates; if $D = 0$, all roots are real and at least two are equal; and if $D < 0$, all roots are real and unequal [1]. As we can see (28) is cubic and therefore has three solutions. However, the root of interest is one for which $|B_2| \ll 1$. To proceed, assume that such a solution $B_2$ exists and its value is lower than one. A first approximate value $B_2^{(1)}$ can be determined by neglecting the first two terms in (28)

$$a_1(A)B_2^{(1)} + a_0(A) = 0.$$  

(39)

Solving this equation gives

$$B_2^{(1)}(A) = -\frac{a_0(A)}{a_1(A)}.$$  

(40)

To further improve this result, we assume that $B_2$ can be written as follows:

$$B_2 = B_2^{(1)} + \delta,$$  

(41)

where $\delta$ is a correction term and $|\delta| \ll |B_2^{(1)}|$. Substituting (41) into (28) and linearizing with respect to the correction term $\delta$ lead to

$$[B_2^{(1)}]^3 \left(1 + \frac{3\delta}{B_2^{(1)}}\right) + a_2[B_2^{(1)}]^2 \left(1 + \frac{2\delta}{B_2^{(1)}}\right)$$

$$+ a_1B_2^{(1)} \left(1 + \frac{\delta}{B_2^{(1)}}\right) + a_0 = 0,$$  

(42)

which is a linear equation instead of a cubic equation. Solving (42) it follows that

$$B_2 = -\frac{a_0(2a_1^3 + a_1^3 - a_0a_1a_2)}{a_1(3a_0^2 + a_1^2 - 2a_0a_1a_2)}$$

$$- \frac{b_0(2b_0^2b_3 + b_1^3 - b_0b_1b_2)}{b_1(3b_0^2b_3 + b_1^2 - 2b_0b_1b_2)},$$  

(43)

where (43) has been taken into account and $b_0, b_1, b_2,$ and $b_3$ are given in (32)–(35). In Figure 1 we have plotted $B_2$ as a function of $A$.

Substituting (43) into (27) we obtain the value for the second-order approximate frequency $\omega_2$ as a function of $A$. Therefore, the second approximation to the periodic solution of the nonlinear oscillator is given by the following equation:

$$\frac{x_2(t)}{A} = \frac{(1 + B_2)\cos\omega_2t}{1 + B_2\cos2\omega_2t}.$$  

(44)

This periodic solution has the following Fourier series expansion:

$$\frac{x_2(t)}{A} = \sum_{n=0}^{\infty} a_{2n+1} \cos[(2n+1)\omega_2t].$$  

(45)

where

$$a_{2n+1} = \frac{4}{\pi} \int_0^{\pi/2} (1 + B_2)\cos \tau \cos[(2n+1)\tau] d\tau.$$  

(46)

As we can see, (44) gives an expression that approximates all of the harmonics in the exact solution, whereas the usual harmonic balancing techniques provide and approximate only the lowest harmonic components.

### 3. Results and Discussion

We illustrate the accuracy of the modified approach by comparing the approximate solutions previously obtained with the exact period $T_{ex} = 2\pi/\omega_{ex}$ for the nonlinear pendulum. The exact value of the period of oscillations is given by the equation [38]

$$T_{ex} = T_0 \frac{2}{\pi} K(k),$$  

(47)
where \( k = \sin^2(A/2) \) and \( K(k) \) is the complete elliptic integral of the first kind defined as follows:

\[
K(k) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - k\sin^2 \theta}}.
\]

(48)

For small values of \( A \) it is possible to do the power series expansions of the exact and approximate angular periods \( T_{ex}(A) \) (see (47)) and \( T_2(A) = 2\pi/\omega_2(A) \) (see (27)). Doing these expansions, the following equations can be obtained:

\[
\frac{T_{ex}}{2\pi} = 1 + \frac{11}{3072} A^2 + \frac{173}{737280} A^4 + \frac{22931}{1321205760} A^6 + \ldots,
\]

(49)

\[
\frac{T_2}{2\pi} = 1 + \frac{11}{3072} A^2 + \frac{175}{737280} A^4 + \frac{23583}{1321205760} A^6 + \ldots.
\]

(50)

These series expansions were carried out using Mathematica. As can be seen in (50), the first three terms are the same as the first three terms obtained from the expansion of the exact period \( T_{ex} \) (see (49)), whereas the fourth term of the expansion of the exact period is \( \frac{173}{737280} A^4 \) obtained in this study, that is, the relative error in this term is 1.2%. The fifth term in the expansion of the exact period is \( \frac{22931}{1321205760} A^6 \) compared with \( \frac{125}{737280} A^4 \) obtained in our study, that is, the relative error in this term is 2.8%. As we can see the second-order approximate period \( T_2(A) = 2\pi/\omega_2(A) \) obtained in this paper provides excellent approximations to the exact period \( T_{ex}(A) \) for high values of the oscillation amplitude \( A \).

Comparison of the exact period \( T_{ex} \) obtained using (47), with the proposed period \( T_2 \) computed using (27) and (43) is shown in Table 1 for different values of the initial amplitude \( A \). The percentage errors have been computed by using the following equation:

\[
PE(\%) = 100 \left| \frac{T_2 - T_{ex}}{T_{ex}} \right|.
\]

(52)

<table>
<thead>
<tr>
<th>( A )</th>
<th>( B_2 )</th>
<th>( T_2 )</th>
<th>( T_{ex} )</th>
<th>( PE(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.012782</td>
<td>6.33137</td>
<td>6.33137</td>
<td>0.0000005</td>
</tr>
<tr>
<td>40</td>
<td>0.0052233</td>
<td>6.48011</td>
<td>6.48010</td>
<td>0.000033</td>
</tr>
<tr>
<td>60</td>
<td>0.01197</td>
<td>6.74303</td>
<td>6.74300</td>
<td>0.00041</td>
</tr>
<tr>
<td>80</td>
<td>0.022913</td>
<td>7.14726</td>
<td>7.14708</td>
<td>0.0026</td>
</tr>
<tr>
<td>100</td>
<td>0.038691</td>
<td>7.47323</td>
<td>7.47232</td>
<td>0.012</td>
</tr>
<tr>
<td>120</td>
<td>0.062088</td>
<td>8.62993</td>
<td>8.62606</td>
<td>0.045</td>
</tr>
<tr>
<td>140</td>
<td>0.098824</td>
<td>10.0349</td>
<td>10.0182</td>
<td>0.17</td>
</tr>
<tr>
<td>160</td>
<td>0.16679</td>
<td>12.7121</td>
<td>12.6135</td>
<td>0.78</td>
</tr>
<tr>
<td>170</td>
<td>0.23687</td>
<td>15.7113</td>
<td>15.3270</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 1. Comparison of the second-order approximate period obtained using the rational harmonic balance method \((T_2)\) with the exact one \((T_{ex})\) and relative errors. In the first column the values of \( B_2 \) obtained using (43) are included.

For the rational harmonic approximation constructed in this paper, the relative error between the approximate and the exact values of the period is less than 1% for \( A < 162.5^\circ \).

The normalized exact periodic solution [38]:

\[
\frac{x_{ex}(t)}{A} = \frac{2}{A} \arcsin \left\{ \sin \left( \frac{A}{2} \right) \cdot \text{sn} \left( K \left( \sin^2 \left( \frac{A}{2} \right) \right) - t; \sin^2 \left( \frac{A}{2} \right) \right) \right\},
\]

(53)

where \( \text{sn}(v;m) \) is the Jacobi elliptic function. The approximate periodic solutions \( x_2/A \) in (44), are plotted in Figures 2 – 5 for \( A = 100^\circ, 120^\circ, 140^\circ, \) and \( 160^\circ \), respectively. In these figures, the parameter \( h \) is defined as \( h = t/T_{ex}(A) \). These figures show that (27), (43), and (44) can provide high accurate approximations to the exact frequency and the exact periodic solutions for \( A < 160^\circ \).
The Fourier representation of (44) is given in (45). The following result was obtained by Beléndez et al. [36] for the Fourier coefficients $a_{2n+1}$:

$$a_{2n+1} = (-1)^n 2^n + 1 \left( \frac{1 + B_2}{1 - B_2} \right) \left( \frac{B_2}{1 - B_2} \right)^n \left( \frac{1 - B_2}{\sqrt{1 - B_2^2 + 1 + B_2^2}} \right)^{2n+1}.$$ (54)

The Fourier expansion of (53) is

$$\frac{x_{ex}(t)}{A} = \sum_{n=0}^{\infty} b_{2n+1} \cos \left( (2n+1)\omega_{ex}t \right),$$ (55)

where

$$b_{2n+1} = \frac{4}{\pi} \int_{0}^{\pi/2} x_{ex}(\eta) \cos \left( (2n+1)\eta \right) d\eta.$$ (56)

From (53), (55), and (56) we obtain for $A = 30°$ and $\eta = \omega_{ex}t$

$$\frac{x_{ex}(t)}{A} = 1.00145 \cos \omega_{ex}t - 0.00145284 \cos 3\omega_{ex}t + 0.0000661616 \cos 5\omega_{ex}t - \ldots,$$ (57)

while from (44) and (54), and also for $A = 30°$, it follows

$$\frac{x_2(t)}{A} = 1.00145 \cos 2\omega_{ex}t - 0.00145284 \cos 3\omega_{ex}t + 0.0000661616 \cos 5\omega_{ex}t - \ldots$$ (58)

For $A = 60°$ we obtain

$$\frac{x_{ex}(t)}{A} = 1.00607 \cos \omega_{ex}t - 0.00613545 \cos 3\omega_{ex}t + 0.0000661616 \cos 5\omega_{ex}t - \ldots,$$ (59)

$$\frac{x_2(t)}{A} = 1.00610 \cos 2\omega_{ex}t - 0.00613573 \cos 3\omega_{ex}t + 0.000037419 \cos 5\omega_{ex}t - \ldots$$ (60)

For $A = 90°$ we obtain

$$\frac{x_{ex}(t)}{A} = 1.01487 \cos \omega_{ex}t - 0.0152493 \cos 3\omega_{ex}t + 0.00039542 \cos 5\omega_{ex}t - \ldots$$ (61)
\[
\frac{x_2(t)}{A} = 1.01503 \cos \omega_2 t - 0.0152546 \cos 3 \omega_2 t + 0.000229256 \cos 5 \omega_2 t - \ldots. \tag{62}
\]

These equations allow us to compare the first Fourier coefficients of the Fourier series expansions of exact and analytical approximate solutions for different values of \( A \).

4. A Simpler Approximate Formulae for the Nonlinear Pendulum

Now we can obtain two simple expressions for the periodic solutions and the frequency for which the relative error for the frequency is less than 1\% for \( A = 124^\circ \). For small values of \( A \) we can approximate (51) as

\[
B_2(A) \approx \frac{1}{96} A^2 + \frac{11}{18432} A^4. \tag{63}
\]

Substituting (63) into (27) and doing the power series expansion for small values of \( A \), we obtain

\[
T_2(A) = \frac{2\pi}{\omega_2(A)} \approx \frac{2\pi}{\sqrt{1 - \frac{1}{8} A^2 + \frac{7}{1336} A^4}}. \tag{64}
\]

Substituting (63) and (64) into (7) leads to

\[
\frac{x_2(t)}{A} \approx \left( A + \frac{1}{96} A^3 + \frac{11}{18432} A^5 \right) \cos \left( \sqrt{1 - \frac{1}{8} A^2 + \frac{7}{1336} A^4} t \right) \frac{1 + \left( \frac{1}{96} A^2 + \frac{11}{18432} A^4 \right) \cos \left( 2 \sqrt{1 - \frac{1}{8} A^2 + \frac{7}{1336} A^4} t \right)}{} \tag{65}
\]

5. Conclusions

Based on the rational harmonic balance method a new procedure has been developed and has been used to determine analytical approximate solutions for nonlinear phenomena governed by pendulum-like differential equations. This method is based on the substitution of a rational solution, depending on a small parameter \( B_2 \), into the nonlinear differential equation, Taylor series expansion with respect to the small parameter \( B_2 \), neglect of the terms proportional to \( B_n^2 (n \geq 3) \) in the Taylor series expansion, and harmonic balancing. The major conclusion is that this scheme provides excellent approximations to the solution of these nonlinear systems with high accuracy. The relative error of the second-order analytical approximate frequency obtained using the approach considered in this paper is lower than 1\% for oscillation amplitudes as high as 162\%. In summary, this new procedure to apply the rational harmonic balance method is very simple in its principle, and it can be used to solve other conservative nonlinear oscillators.
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