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Abstract: This paper describes the VaxxStance task at IberLEF 2021. The task
proposes to detect stance in Tweets referring to vaccines, a relevant and contro-
versial topic in the current pandemia. The task is proposed in a multilingual set-
ting, providing data for Basque and Spanish languages. The objective is to explore
crosslingual approaches which also complement textual information with contextual
features obtained from the social network. The results demonstrate that contextual
information is crucial to obtain competitive results, especially across languages.
Keywords: Stance Detection, Multilingualism, Computational Social Science, In-
formation Extraction.

Resumen: En este art́ıculo se describe la tarea VaxxStance celebrada en el marco
de IberLEF 2021. La tarea propone detectar la actitud de un conjunto de tweets rel-
ativos a las vacunas, a un tema muy actual y polémico en estos tiempos de pandemia.
La tarea se ha propuesto en un marco multilingüe, euskera y español. Además del
texto de cada tweet, se ha proporcionado además información relacionada con la red
social de los usuarios autores de los tweets. Los resultados de los participantes han
corroborado que el uso de información de la red social permite mejorar el rendimiento
en esta tarea, particularmente en un entorno crosslingüe.
Palabras clave: Detección de Actitudes, Multilingüismo, Ciencias Sociales Com-
putacionales, Extracción de Información.

1 Introduction

Stance detection is one of the tasks within
the universe of Fake News detection and as
such is related to other tasks such as Hyper-
partisanism (Kiesel et al., 2019), Hate Speech
Detection (Basile et al., 2019), Fact-checking
and Claim Verification (Thorne et al., 2018),
among others. The most popular formula-
tions are perhaps those proposed in 2016 by
the SemEval-2016 Task 6: Detecting Stance
in Tweets (Mohammad et al., 2016) and by
the Fake News Challenge (Stage 1)1. In the
first, stance is defined as establishing whether
a given tweet expresses a FAVOR, AGAINST
or NEUTRAL (NONE) attitude with respect

1http://www.fakenewschallenge.org/

to a given, pre-defined topic. In the sec-
ond formulation, provided by the Fake News
Challenge, stance has to be inferred between
a claim and a text commenting on the claim.
In this case the stance category can be one of
Agrees, Disagrees, Discusses and Unrelated.

Other subsequent contributions have fo-
cused mostly on the static variant of stance
detection (with respect to a pre-defined
topic) rather than on the dynamic one (clas-
sifying stance with respect to previous mes-
sage), although there are some exceptions,
notably the RumourEval tasks (Derczynski
et al., 2017; Gorrell et al., 2019).

Furthermore, as it is usually the case
in the Natural Language Processing (NLP)
field, most works have experimented on En-

Procesamiento del Lenguaje Natural, Revista nº 67, septiembre de 2021, pp. 173-181 recibido 30-06-2021 revisado 07-07-2021 aceptado 11-07-2021

ISSN 1135-5948. DOI 10.26342/2021-67-15 © 2021 Sociedad Española para el Procesamiento del Lenguaje Natural



glish only, with some exceptions. An Arabic
corpus integrated the tasks of fact-checking
and stance detection (Baly et al., 2018), a
dataset from comments of news was devel-
oped for Czech language (Hercig et al., 2017),
and there also works for French (Evrard et
al., 2020) and Russian (Vychegzhanin, 2019).
Finally, an interesting new dataset for Italian
was released in 2020 as part of the SardiS-
tance@Evalita 2020 shared task (Cignarella
et al., 2020), which included not only the
texts of the tweets labeled with stance, but
also social network information relative to
the authors of the tweets. This social net-
work information includes retweets, user ac-
counts profile, friends and followers, among
others.

Other interesting works have tried to ad-
dress stance detection from a multilingual
point of view. The IberEval 2017 and 2018
shared tasks (Taulé et al., 2018) provided
a dataset in Catalan and Spanish to clas-
sify stance with respect to the Independence
of Catalonia, while Lai et al. (2020) pro-
vided datasets in French and Italian. How-
ever, these multilingual efforts are hindered
by the extremely skewed class distribution in
the Catalan IberEval data, or by the fact that
the data for each language was not collected
on the same timeframe and addressed differ-
ent topics. This makes it very difficult to
investigate multilingual and crosslingual ap-
proaches to stance detection. While Zotova,
Agerri, and Rigau (2021) propose a method
to address these shortcomings by providing
a semi-automatically generated multilingual
stance detection corpus, they do not include
social network features in their dataset.

In this context, we propose the VaxxS-
tance shared task at IberLEF 2021 (Montes
et al., 2021), with the aim of detecting stance
in social media on vaccines in general. The
task provides data in two languages, Basque
and Spanish, and its objective is to promote
crosslingual research on stance detection us-
ing both the text and the information pro-
vided by the Twitter social network. Thus,
and unlike previous approaches, we provide,
for a given topic, multilingual coetanous data
of gold-standard quality in a corpus which al-
lows to experiment using both social and tex-
tual features in multilingual and crosslingual
settings.

2 Multilingual Dataset

Following the formulation of stance provided
by Mohammad et al. (2016), the VaxxS-
tance task consists of determining whether
a given tweet expresses an AGAINST, FA-
VOR or NEUTRAL (NONE) stance towards
vaccines. Additionally, and inspired by the
SardiStance 2020 shared task (Cignarella et
al., 2020), the dataset includes two differ-
ent types of data: Textual and Contextual
(retweets, friends and user data), for two lan-
guage, Basque and Spanish. The dataset is
publicly available in the task website2.

2.1 Collection and Annotation

In a first attempt we tried to do the data
collection and annotation for both languages
in the same manner. However, as it will be
explained below, due to the idiosyncrasies of
Basque it was necessary to devise an alterna-
tive, more viable, method for that language,
especially to obtain the required textual data.

In any case, we did specify a number of
criteria that both languages needed to com-
ply with. First, the datasets a required
to have a balanced distribution in the ratio
users/tweets to avoid that a large number of
tweets belonged to a very few users. Second,
the tweets in the training set had to be writ-
ten by different users from those contained
in the test set. This is to avoid obtaining
artificially high results due to the existence
of user-based information in both the train-
ing and test sets. As such, the general idea
is that both the textual and user-based (or
contextual) knowledge would help each other
in order to better classify stance. Finally, we
use the annotation guidelines from the Se-
mEval 2016 task (Mohammad et al., 2016).

2.1.1 Basque

Basque is spoken by roughly the 30% of the
population in the Basque Country, and un-
derstood by around 50%. Due to the fact
that Basque is a co-oficial language, it does
have presence in the regional public admin-
istration, as well as in the education sys-
tem and some news media, including a public
television broadcaster. Still, the presence of
Basque in mass media is extremely low, es-
pecially when compared to Spanish, the 4th
most spoken language in the world.

In this context, the increasing popular-
ity of Twitter among Basque speakers is of

2https://vaxxstance.github.io/
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particular importance for a low resource lan-
guage, as a relatively large amount of tex-
tual content written in Basque is generated
in that social network. This provides a valu-
able resource to study new NLP tasks such as
stance detection not only for large and popu-
lar languages, but also for low resourced ones.
Still, the collection process of enough tweets
relevant to the VaxxStance task was rather
challenging.

At first we experimented with a keyword
extraction method using the following spe-
cific keywords: “txertoa” (vaccine) and “txer-
taketa” (vaccination), “negazionista” (nega-
tionist), #pfizer, #moderna, #astrazeneca
and their respective inflections. However,
it was surprising to find that the traffic of
Basque tweets relative to those topics were
relatively low.

We therefore decided to try an alternative,
more brute-force, method. First, we collected
all the available timelines of users that are
identified to write mostly in Basque (around
10k users). The content of these timelines
amount to around 8M tweets. Second, rel-
evant tweets were selected following a sim-
ple keyword search using the same keywords
listed for the previous attempt. Third, a first
annotator manually labeled a set of around
1, 400 tweets. Finally, those same 1, 400
tweets, belonging to 210 users, were blindly
annotated by a second annotator. The final
composition of the textual part of the dataset
can be seen in Table 1.

Train Test

Tweets 1,072 312
Favor 327 85
Neutral 524 135
Against 219 92

Users 149 61

Table 1: Textual data in the Basque dataset.

We would like to note that the most
difficult part in the process was finding
enough users that explicitly expressed a
stance AGAINST vaccines.

2.1.2 Spanish

Around 2, 700 tweets written in Spanish stat-
ing an opinion about “vaccines” were col-
lected and annotated, as shown by Table 2.
In order to avoid a potential bias derived
from the current COVID-19 pandemic situ-
ation, the tweets were collected from the be-

ginnings of Twitter until current time. They
were also restricted to the peninsular vari-
ant of the Spanish language in order to avoid
problems derived from the use of different
terms in other variants such as Colombian,
Peruvian, etc. To guide this process we used
the Google tool “Google Trends”3 which al-
lowed us to locate temporal spaces where
events related to vaccines had occurred, iden-
tifying the type of event and the date on
which it happened. Some examples are the
peaks in traffic for and against the vacci-
nation against measles, which was a conse-
quence of some measles outbreaks that hap-
pened in Spain during 2019. By using key-
words related to the event and restricting
the dates obtained, we managed to intro-
duce tweets related to events other than the
COVID-19 vaccination process.

Train Test

Tweets 2,003 694
Favor 937 359
Neutral 591 195
Against 475 140

Users 1,261 414

Table 2: Textual data in the Spanish dataset.

In addition to the tweets collected through
the events identified in Google Trends, for
the rest of the tweets collected we followed
the following process. First, we used a set of
keywords such as “vaccine”, “vaccination”,
as well as terms related to diseases whose
vaccines have generated some controversy in
society and in anti-vaccine movements, e.g.,
“chickenpox”, “autism”, “MMR”, etc. After
a first manual analysis, we observed that the
vast majority of the tweets collected did not
express a stance. In order to solve this prob-
lem, we then extracted the hashtags most
commonly used in these tweets and manu-
ally analysed those that were used to ex-
press a position in favour and/or against
vaccines. Some examples of these hash-
tags are #YoMeVacuno, #VaccinesWork,
#COVID19, #vacuna, #yomevacuno, #Va-
cunaCOVID19, #YoNoMeVacuno, #gripe,
#Plandemia, #yosimevacuno, etc.

By using these hashtags, we managed to
increase the number of tweets to start with
the manual labeling. The labelling was per-
formed manually by two annotators, using

3https://trends.google.es/trends/?geo=ES
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a third annotator to resolve disagreements.
For this we used the web platform created by
Cignarella et al. (2020), to whom we would
like to thank for their help using it.

Once the manual annotation was com-
pleted, the set of AGAINST tweets was much
smaller than those expressing a FAVOR or
NEUTRAL stance. To address this issue,
we identified several accounts of users that
may potentially be identified as supporters
of anti-vaccine movements and manually col-
lected tweets from these users expressing an
AGAINST stance. This step was performed
taking care in complying with the general cri-
teria of not including more than 10 tweets
per user in the final corpus, as well as not
overlapping users between the training and
evaluation set. In this final process we man-
aged to increase by about 200-250 tweets the
AGAINST class.

2.2 Social Media Information

The main objective of this task is studying
the usefulness of the context provided by so-
cial media information to classify stance in
a crosslingual setting. With this objective
in mind, we collected contextual information
relative to the friends of the authors of the
tweets as well as their retweets. The con-
text provided by friends and retweets can be
leveraged to generate relation graphs that in
turn may be used to improve the classifiers.

Table 3 shows the social media data gath-
ered with respect to the tweets in the train
and test partitions for each of the languages.
In addition to the retweets of the tweets in-
cluded in the datasets, for Basque we also de-
cided to collect the all the retweets made by
the users, namely, by extracting the retweets
from the users’ timelines (TL). This strategy
was applied in order to alleviate the small
number of retweets obtained from the tweets
in the train and test partitions.

Train Test

Basque Friends 119,977 53,029
Retweets 203 0
Retweets (TL) 130,369 61,438

Spanish Friends 1,708,396 438,586
Retweets 6,832 2,148

Table 3: Social Media Information by lan-
guage.

Finally, apart from social media informa-

tion, the dataset also includes the meta in-
formation of each annotated tweet as well as
the information related to each user.

2.3 Final Dataset

Table 4 shows the composition of the VaxxS-
tance dataset, including both textual and
contextual information. Regarding the tex-
tual information, it can bee seen that the
Spanish set is roughly double in size with re-
spect to the Basque one, although the distri-
bution of classes across the train and test set,
as shown by Tables 1 and 2, is quite similar.

Train Test

Basque Tweets 1,072 312
Users 149 61
Friends 119,977 53,029
Retweets 203 0
Retweets (TL) 130,369 61,438

Spanish Tweets 2,003 694
Users 1,261 414
Friends 1,708,396 438,586
Retweets 6,832 2,148

Table 4: Composition of the VaxxStance
2021 dataset.

With respect to the contextual informa-
tion we can see that for Basque there are
very few users, around 10% of the number
of users for Spanish. This is a reflection
of the much smaller community of Twitter
users that write in Basque. In this sense,
the friends graph also reflects the same ratio,
as the number of friends relations is around
10% of those obtained for Spanish. If we look
at the retweets, however, we can see that for
Basque we only managed to obtain very few
of them. That is why we decided to also pro-
vide the retweets for each user in the train
and test sets (retweets TL).

In summary, the VaxxStance dataset pro-
vides an interesting benchmark to investigate
crosslingual approaches to stance detection
based on both textual and contextual fea-
tures. While the Basque set is slightly smaller
than some previous approaches (Taulé et al.,
2018; Cignarella et al., 2020; Zotova, Agerri,
and Rigau, 2021) it is still larger than the
data provided for any of the topics in the
SemEval 2016 dataset, which is perhaps the
most popular benchmark for stance detection
(Mohammad et al., 2016).
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3 Task Definition

In this task we aimed to promote research on
multilingual and crosslingual approaches to
stance detection in Twitter. Ideally, this type
of research requires annotated datasets on a
common topic for more than one language
and obtained on the same dates (coetaneous
data). However, while previous work men-
tioned in the Introduction includes datasets
in several languages, they do not provide an
adequate evaluation setting for multilingual
and crosslingual studies to stance detection.

3.1 Tracks

As the task contains tweets in two different
languages, we proposed the following partici-
pation tracks for each language (Basque and
Spanish):

• Close Track: Language-specific evalua-
tion. Only the provided data for each of
the languages is allowed. There are two
evaluation settings:

– Textual: Only the provided tweets
in the target language can be used
for development. No data augmen-
tation is allowed.

– Contextual: Text plus given
Twitter-related information will be
used by the participants. Contex-
tual information refers to features
related with user-based Twitter
information: friends, retweets, etc.
described in Section 2.2.

• Open Track: Participants can use any
kind of data, including additional tweets
obtained by the participants. The main
objective consists of exploring data aug-
mentation and knowledge transfer tech-
niques for cross-lingual stance detection.

• Zero-shot Track: Texts (tweets) of the
target language cannot be used for train-
ing. The main objective is to explore
how to develop systems that do not have
access to text in the target language, es-
pecially using Twitter-related informa-
tion.

Participants could submit their systems to
any of the tracks, but it was compulsory to
participate in both languages for the chosen
track.

3.2 Evaluation

Following previous work, we evaluate the sys-
tems with the metric provided by the Se-
mEval 2016 task on Stance Detection (Mo-
hammad et al., 2016) which reports F1
macro-average score of two classes, FAVOR
and AGAINST, although the NONE class is
also represented in the test data:

F1avg =
F1favor + F1against

2
(1)

The official evaluation script is distributed
together with the dataset in the task web-
site4.

3.3 Baselines

We provide two baselines, one using only tex-
tual information and a second one using just
social or contextual features:

• Textual: The textual baseline is based
on a SVM classifier with RBF kernel
function. The text of the tweets is vec-
torized using a TF-IDF vectorizer and
then feed to the classifier. Both C and
Gamma hyperparameters are tuned by
means of grid search and 5 fold CV on
the training data. The best configura-
tion is used to evaluate on the test.

• Social: This classifier uses the metadata
related to each user and tweet to obtain
a number of features (friends count, sta-
tus count, emojis in bio, etc.) which are
then used to train a XGBoost classifier.
Before feeding the classifier, each class
data is weighted in order to create a bal-
anced sample.

Against Favor Average

Basque Textual 51.80 57.01 54.41
Social 5.23 48.53 26.88

Spanish Textual 71.38 81.68 76.53
Social 73.14 73.73 73.43

Table 5: Baseline results on Test set.

The results obtained by the baselines show
that both tracks are harder for Basque. With
respect to the Textual track, stance in Span-
ish seems to be expressed more explicitly. Re-
garding the social baseline, the low results
were probably caused by the low number of

4https://vaxxstance.github.io/
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Basque users from which to obtain the fea-
tures.

4 Participants and Results

Twenty groups registered for the task and
downloaded the datasets. However, only
three groups finally submitted runs. Table
6 shows the information of the participant
groups and the reference to their reports.

Team Report

MultiAztertest (Gonzalez-Dios and Bengoetxea, 2021)

SQYQP (Calleja and Méndez, 2021)

WordUp (Lai et al., 2021)

Table 6: Participants.

In total, the participants submitted 28
runs, 14 per language. While all the three
teams participated in both Textual and Con-
textual settings of the Close Track, only one
team, WordUp, participated in the Zero-shot
and Open Tracks. Thus, any comparisons
between the participant systems will be per-
formed on the Close Track.

4.1 Close Track

Table 7 shows the results for the Close Track,
which received 20 submission runs. We re-
port results for each language and evaluation
setting (Textual and Contextual). For all the
four rankings, the best results are always ob-
tained by the WordUp team.

As it was the case with our baseline re-
sults, the participant systems score system-
atically higher for Spanish. The best results
for Spanish are over an 80 F1 score. These
results seem to confirm that the Spanish set
is easier than the Basque one.

For each language, the results improve by
using contextual information, except for the
MultiAztertest Basque submissions. Still, re-
sults confirm the effectiveness of employing
both textual and social information.

Regarding the results of baselines, the tex-
tual baseline obtains competitive results in
both languages, being only outperformed by
the WordUp team. In contrast, the contex-
tual baseline’s results are improved by all
the teams in Basque (except one run from
WordUp which obtains a very low score) and
at least one run per group, except SQYQP,
in Spanish. These results suggest that, de-
spite their simplicity and use of linear classi-

fiers, the approaches followed by both base-
lines represent an adequate starting point.

Regarding the techniques followed by the
participants, MultiAzterTest tested two dif-
ferent approaches for the Textual setting: a
system which used pre-trained transformers-
based language models (run 1) and another
one based on training a classifier with a set of
linguistic and stylistic features such as word
frequencies, semantic overlap, etc. (run 2).
The first approach performed much better
than the second in the textual track. For the
contextual track, they employ only the infor-
mation relative to the user. More specifically,
for each user they select the most common
stance label, assuming that users tweets cor-
respond coherently to one stance type. While
this idea worked well in Spanish, it was detri-
mental in (run 1) in Basque.

The SQYQP team addressed the textual
setting by training a LSTM initialized with
multilingual BERT embeddings using the
Flair toolkit (Akbik, Blythe, and Vollgraf,
2018). For the contextual setting, they added
network information and measured the dis-
tance among users following the approach
done by Espinosa et al. (2020). While their
results for Basque are below the textual base-
line, they improve results by adding contex-
tual information.

The WordUp! team employed a large
number of common features that have been
proved useful for stance detection. Features
were extracted mostly from stylistic and de-
pendency analyses. Additionally, the also
crawled tweets specifically for this task and
topic for both languages. The tweets were
then used to train FastText word embeddings
and used to obtain several features. More-
over, they created a dictionary of lemmas re-
ferring to stance in English, and translated
it to Spanish and Basque. In the contex-
tual setting they tried several network-based
measures to be added as features to the logis-
tic regression classifier. They report a large
number of experiments which resulted in the
best performing team across all evaluation
tracks.

In general, the results obtained by the par-
ticipants show that, even when using very
simple features, contextual information sub-
stantially improved the results obtainecd by
using text only.
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Against Favor F1 Macro

Basque Textual WordUp 01 57.69 56.99 57.34
WordUp 02 55.03 54.27 54.65
*BASELINE 51.80 57.01 54.41
MultiAztertest 01 48.23 52.25 50.24
SQYQP 01 38.81 46.31 42.56
MultiAztertest 02 34.38 34.18 34.28

Spanish Textual WordUp 02 78.36 83.47 80.92
WordUp 01 75.54 82.58 79.06
*BASELINE 71.38 81.68 76.53
MultiAztertest 01 66.67 81.53 74.10
SQYQP 01 57.14 77.61 67.38
MultiAztertest 02 56.47 71.60 64.04

Basque Contextual WordUp 02 82.95 72.46 77.71
SQYQP 01 65.17 52.94 59.06
MultiAztertest 02 25.40 48.03 36.72
MultiAztertest 01 16.36 56.06 36.21
*BASELINE 5.23 48.53 26.88
WordUp 01 0.00 0.08 0.04

Spanish Contextual WordUp 02 91.17 87.09 89.13
WordUp 01 88.97 86.56 87.77
MultiAztertest 01 78.77 79.84 79.31
*BASELINE 73.14 73.73 73.43
SQYQP 01 66.27 80.06 73.17
MultiAztertest 02 63.93 77.17 70.55

Table 7: Close Track official results.

4.2 Open Track

The only participant in this track was the
WordUp! team, which performed data aug-
mentation. They generated FastText word
embeddings (Bojanowski et al., 2017) from
a set of tweets specifically obtained for this
particular task and languages. They also
augmented the contextual information by ex-
tracting the social network of each user. As
it can be seen in the results reported in Ta-
ble 8, their results are quite similar to those
obtained in the Close Track - Contextual set-
ting. This might be due to the fact that they
also used the ad-hoc generated FastText em-
beddings also in the Close Track.

Against Favor F1 Macro

Basque WordUp 02 82.29 72.12 77.21
WordUp 01 64.47 68.12 66.30

Spanish WordUp 02 90.87 88.07 89.47
WordUp 01 90.39 88.01 89.20

Table 8: Open Track official results.

4.3 Zero-shot Track

Table 9 shows the results obtained by the
only participant in this track, in which the

participants could not use the text (tweets)
of the target language for training. The most
surprising aspect of the results is perhaps the
fact that, for Basque, the zero-shot results
outperform the results of the Textual eval-
uation setting. This seems to indicate that
contextual information is far more important
than the texts themselves in order to perform
stance detection.

Against Favor F1 Macro

Basque WordUp 01 64.47 68.12 66.30
WordUp 02 55.70 39.74 47.72

Spanish WordUp 01 88.03 46.13 67.08
WordUp 02 18.63 62.77 40.70

Table 9: Zero-Shot Track official results.

5 Concluding Remarks

In this paper we provide an overview of
the VaxxStance@IberLEF 2021 shared eval-
uation task, in which the objetive is to detect
stance towards vaccines across two different
languages: Basque and Spanish. As a nov-
elty for stance detection in these languages,
systems can use textual and contextual infor-
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mation to train their systems in multilingual
and crosslingual settings.

The techniques employed by the different
participants showed that contextual informa-
tion has a great impact across languages,
even for small community of users such as
Basque. In this sense, textual results are in
general improved by adding social network
features.

The datasets for both languages were
built following the same criteria and ob-
jectives. However, further analysis is re-
quired to understand why results are sys-
tematically better for Spanish than those ob-
tained for Basque. Finally, given that just
one team participated in the Open and Zero-
shot Tracks, one of the main objectives of
the task, to promote research on crosslin-
gual approaches to stance detection, has not
completely been achieved. Therefore further
work is required on this particular line of re-
search.
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berger, and L. Lenc. 2017. Detect-
ing stance in czech news commentaries.
In Proceedings of the 17th ITAT: Sloven-
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E. Álvarez Mellado, J. C. de Albornoz,
L. Chiruzzo, L. Freitas, H. G. Adorno,
Y. Gutiérrez, S. M. J. Zafra, S. Lima,
F. M. P. de Arco, and M. T. (eds.). 2021.
Proceedings of the iberian languages eval-
uation forum (iberlef 2021). CEUR Work-
shop Proceedings.
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