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Abstract—Public Sector Information is considered to play a fundamental role in the growth of the knowledge economy and improvements in society. Given the difficulty in publishing and maintaining all available data, due to budget constraints, institutions need to select which data to publish, giving priority to data most likely to generate social and economic impact. Priority of publication could become an even more significant problem in Smart Cities: as huge amounts of information are generated from different domains, the way data is prioritized and thus reused, could be a determining factor in promoting, among others, new and sustainable business opportunities for local entrepreneurs, and to improve citizen quality of life. However, people in charge of prioritizing which data to publish through open data portals (such as Chief Data Officers, or CDOs) do not have available any specific support in their decision-making process. In this work, a proposal of a framework for prioritization of open data publication as well as its application to Smart Cities is presented. This specific application of the framework relies on OSS (Open Source Software) indicators to help making decisions on the most relevant data to publish focused on developers and businesses operating within the Smart City context.
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1 INTRODUCTION

Governments, citizens, companies, journalists, software developers, researchers, NGOs and other stakeholders are increasingly acknowledging the importance of Public Sector Information (PSI) as an important source of raw material for innovation and both economic and social impact [1][2]. Importantly, the European Union [3] and the US government [4] recognizes the role of PSI to stimulate economic growth and promote social engagement. Public institutions have thus started to open their data so that they are reused with the aim of generating economic and social impact. To maximize possibilities of reuse, open datasets need to have a certain level of stability and maintenance over time [5]. This comes at an extra cost in time and money which means that public institutions cannot release all their available data because they usually have finite resources, so trying to publish all data at a time is not a good strategy [6]. Attard et al. [7] state that, “while there exist a huge number of government data portals that enable data producers to publish their data, there are not many tools aiding data publishers in this task”. Although there are no such tools, the European Union has published two reports with recommendations about high value data domains for commercial use [8][9]. However, according to Serra [10], the most widely used strategy is, in fact, based on how easy it is to release data according to privacy issues, legal issues (such as transparency laws) and technical formats. This scenario means that public institutions publish large number of datasets but only a limited number of those datasets are being reused [11].

This problem becomes critical in local governments that are currently developing Smart City projects, because of their intensive use of IT, which generates huge amounts of data from different domains such as transportation, sustainability, tourism and so on [12]. The existence of open data portals providing these data has been acknowledged as a fundamental attribute of Smart Cities [13] for enhancing innovation in order to boost novel business opportunities and sustainable economic growth [14], as well as improving transparency, accountability and civil engagement [15].

In Smart Cities, not all data users have the same preferences. Zuiderwijk & Janssen [16] assert that different types of users of open data are often interested in different types of data, therefore, publication of data can be improved by taking into account preferences for certain types of data for certain open data users. That is, journalists or NGOs can be interested in releasing certain datasets related to transparency such as budgets or demography while software developers or IT consultants can be interested in releasing datasets on which to develop apps such as monuments, culture events or public transport timetables.

However, in accordance with Thorsby et al [17], few of the portals are tracking the usage of the data by applications, citizens or other city agencies in order to know how many reuse there are, what is their purpose or whether
they are effective or not.

Unfortunately, in any case, the potential value for each kind of users that a concrete PSI dataset might generate is not easy to estimate [5]. Janssen et al. [2] state that, “there is no way to predict and calculate the return of investment (ROI) in advance. […] The main challenge is that open data has no value in itself; it only becomes valuable when used”. Therefore, the main problem is that data owners have limited understanding on how the published open data is reused and about its impact, in the sense of awareness, usefulness and interest generated by those reuses.

According to Zuiderwijk et al. [18], a clear process for publishing data of interest to users is required so that the benefits of open data are shown. This process should contain decision making steps enabling to prioritize which new data should be made open, based on monitoring how previously published open data is reused. In the same manner, Hjalmarsson et al. [19] proposes that publishing PSI as open data (i.e. in an open data portal) requires a decision support system to prioritize publication of those datasets offering higher potential to generate value.

This decision making process, which consists in selecting which data to publish, is now carried out by a person occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon CDO). This novel C-suite position is borrowed from the many public institutions, the Chief Data Officer (hereon occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon CDO)\footnote{Although we advocate the figure of CDO as a key stakeholder in making decisions to support open data publication in a Smart City, it is also possible to rely on a board of experts.}. This clear process for publishing data of interest to users is required so that the benefits of open data are shown. This process should contain decision making steps enabling to prioritize which new data should be made open, based on monitoring how previously published open data is reused. In the same manner, Hjalmarsson et al. [19] proposes that publishing PSI as open data (i.e. in an open data portal) requires a decision support system to prioritize publication of those datasets offering higher potential to generate value.

This decision making process, which consists in selecting which data to publish, is now carried out by a person occupying a new position that has recently emerged in many public institutions, the Chief Data Officer (hereon CDO). This novel C-suite position is borrowed from the private business domain where CDOs are responsible for developing a data management strategy to achieve a company’s goals considering (i) internal structure and external context of the company, (ii) useful dataspaces for the company, and (iii) generated value impact from data. Specifically, a CDO, as stated by Kassen [15], is in charge of developing strategies for implementing, managing and supervising an open data project.

In the process of publishing data, there may be different criteria to prioritize the datasets in which to invest more resources. Broadly speaking, a public institution may have different objectives and policies to decide what data to publish, taking into account different issues such as services for citizens, the promotion of businesses in their environment, social inclusion, health and so on. When a regulation or policy has been established (which can be local, regional, national, international or thematic), the CDO must first comply with these established policies and guidelines. But, once the datasets that meet these policies have been published, the CDO should observe the interest that may exist in a wider range of datasets so that they could be reused in as many cases as possible.

Thus, one of the duties of a CDO is applying a decision making process for choosing those most desirable datasets to release according to their expected potential of being reused beyond policies and, so, to be useful and interesting for the citizens and to generate some kind of economic or social impact. To do this, it would be desirable to have the possibility to have some indicators estimating in some way the interest that the different open data reusers have in different types of datasets. Moreover, the importance of these indicators may vary for each CDO because public institutions may have different reuse goals related to their open data portals. In other words, some CDOs may place more emphasis on social impact using indicators related to reuse in view of transparency issues or social media, while other CDOs may give more importance to economic impact using indicators related to reuse in software applications. Whatever the case, an additional difficulty is that of establishing which indicators may be more or less relevant according to one or more of the potential benefits.

Therefore CDOs should be able to rely on a decision support system that appropriately relates different indicators on the use of already published open data on the one hand, with the assessment of these indicators made by CDOs according to their own strategy on the other. This problem thus becomes a multicriteria decision making (hereon MCDM) problem [21].

Unfortunately, to the best of our knowledge, CDOs of open data portals lack a decision making process for prioritizing datasets taking into account all the dimensions mentioned above. To overcome this pitfall, the POPSC (Prioritization of Open data Publication in Smart Cities) framework is described in this work. The goal of this framework is to provide CDOs of with a Decision Support System which recommends categories of datasets most suitable to be published in their open data portal. To do so, the framework proposes a set of actions aimed at estimating some kind of indicators about the awareness, usefulness and interest about the reuses of the datasets of the same category already published by similar open data portals. These indicators are then weighed, using some multi-criteria decision making method, taking into account the objectives of open data portals to offer an ordered list of categories of datasets to publish. Moreover, we present a fully functional AHP-based application of this framework oriented to support CDOs of Smart Cities.

It should be noted that, the proposed framework is not only applicable to Smart Cities but also to any other organization involved in an open data process, regardless of its type or size.

This paper is structured as follows: section 2 presents the research approach and summarizes other works related to the publishing of open data. Section 3 describes the POPSC Framework. Section 4 then details the characteristics of the specific application of the POPSC Framework using information from Github and Socrata. Finally, section 5 presents a test case of POPSC in a city.
2 RESEARCH APPROACH AND RELATED WORK

In this section we explain how we conducted our research as well as the fundamental background literature on publishing open data.

2.1 Action Research

Our research approach is based on action research, since it has been proved a good method for involving together researchers and practitioners on identifying a problem, resolving it and checking the success of the solution [22].

It consists on identifying a problem, resolving it and checking the success of the solution. According to [23] there are four types of participants in a research:

1. The researcher. In this work we are the researchers.
2. The researched. In this work, it is the specification of a framework for decision making support when publishing open data.
3. The researched for, in the sense of being who have the problem that will be researched. In our case, the organizations that are willing to open their data (specifically, the CDOs working on those organizations).
4. The researched for, in the sense of resulting beneficiary, even though not participating in the research. In our case, reusers that will use data for creating novel and added-value services and applications based on reusing open data, as well as citizens that will have access to larger amount of useful data about their cities, as well as interesting applications and services that allow them to improve their daily life. The datasets were classified according to a set of categories specifically designed for Smart Cities.

An action research plan will follow the tasks in an iterative and incremental way, creating a research process with the following stages [24]:

1. Identify the issues that guide the research, related with “the researched”.
2. Gather all the information available to deal with the previous issues.
3. Analyse the information gathered to obtain suitable solutions to the issues.
4. Share the results with the other participants in order to improve the solutions and lead to new issues, which allows starting the cycle again.

In summary, the process defined by action research is iterative and incremental. It means that after applying that process, the solution to the issues are refined and improved. This succession of cycles characterizes action research as a process of searching solutions based on both feedback from practitioners, and our own experience.

Thus, following this action research process, we noticed that the advantages that AHP provides for prioritization processes could be useful for CDOs. Since AHP is based on the use on decision criteria to prioritize different alternatives, we defined the steps for the POPSC framework accordingly. On one hand, one step of the POPSC framework is to establish the alternatives, i.e., the different categories of datasets to prioritize. On the other hand, another step of the POPSC framework is to set the decision criteria, i.e., the indicators that can estimate the awareness, usefulness and interest of the reuses of the different categories. On the basis of these two fundamental steps, the next step is to do the actions oriented to get the real data needed to estimate the chosen indicators for the different categories. Finally, in the last step, AHP is applied using the indicators previously defined.

Showing the application of action research is made by using a test case of the POPSC framework [25], which is shown in section 5.

2.2 Related Work on Publishing Open Data

In order to identify relevant related work on how open data is published by governments, we have considered a backward and forward snowballing method [26] by navigating citations and references from a starting set of research papers in an iterative fashion. Our starting set of papers is composed of a couple of review papers on open data research, namely:

- Attard et al [7] with 84 references and 170 citations.
- Hossain et al [27] with 113 references and 43 citations.

From these two papers we started the first iteration conducting backward and forward snowballing. Backward snowballing means using the reference list to identify new papers to include. Forward snowballing refers to identify new papers based on those papers citing the paper being examined. Next step is to go through the list of papers and exclude those that are not related with publication of open data (also we remove papers from the list that have already been examined in previous iterations). Iterations are repeated until no new papers are selected. Next, the result of this process is shown by providing a brief description of some examined papers.

Conradie & Choenni [6] state that data release by local governments is still a novel task, thus knowledge is lacking as to its benefits and barriers. Therefore, they conduct a participatory action research approach to get a better understanding of how internal processes of local governments influence data release. The authors found that the following indicators needed to be addressed by local governments to overcome barriers to releasing public sector information: (i) Data Storage, i.e., is data stored centrally, or is it decentralized?; (ii) Use of data, i.e., the way data is used by the department; (iii) Source of data, i.e., how is a set of data obtained?; and (iv) Suitability of data for release, i.e., are there rules and regulations that determine whether a dataset may be released or not, such as privacy or copyright.

Notwithstanding, these indicators are related to current data but do not address the actual use of the data and its benefits. For example, Hossain et al. [27] show that benefits associated with opening data are ill-understood. In their systematic review of open government data initiatives, Attard et al. [7] explore open data initiatives of a large number of governments, as well as existing tools and approaches. They found that while efforts have focused on developing tools for helping data publishers to open data, there has been less effort in developing strate-
gies for supporting decisions on which data to release. This means that public entities may end up publishing data with no value, rather than focusing on the relevance of the data they are publishing. Therefore, success in opening data is not a matter of the amount of data published, but of understanding how data is reused. As highlighted by Zuiderwijk & Janssen [28], since providers of open data are not concerned with needs of open data users, they do not know how their data are reused, and business related issues (such as creation of added-value services or products based on open data) are not widely used as a decision criterion.

Furthermore, Zuiderwijk et al. [18] argue that the publication of open data is often cumbersome so standard procedures and processes for opening data are required. They found a series of barriers preventing easy and low-cost publication of open data, leading them to propose a set of five design principles for improving the open data publishing process of public organizations: (i) start thinking about the opening of data at the beginning of the process; (ii) develop guidelines, especially about privacy and policy sensitivity of data; (iii) provide decision support by integrating insights into the activities of other actors involved in the publishing process; (iv) make data publication an integral, well-defined and standardized part of daily procedures and routines; and (v) monitor how the published data are reused. The goal of our approach is addressing principles (iii) and (v), since we provide a decision support framework based on activities of data consumers, which is useful for monitoring how datasets are being reused. Additionally, Jetzek et al. [29] propose a framework to explain how value is generated from open data. This framework is useful for governments to understand the value of their open data. Their framework is based on assessing the impact of open data based on two dimensions: (i) how openness generates value, and (ii) how society as a whole can get value from openness. The authors identify four different archetypical generative mechanisms (cause-effect relationship between open data and value) in their framework: transparency (open data helps to improve visibility to ensure socially responsible resource allocation), participation (open data as a mechanism for engaging stakeholders who help in solving social problems), efficiency (open data to improve how resources are used) and innovation (open data as a cornerstone for generating new ideas, processes, services and products). The authors claim that their framework can help governments in the development of their strategy for opening data by considering factors that can enable the generation of value from open data through the mechanism of innovation.

Therefore, there are several methods that support the CDOs in opening data, but to the best of our knowledge no approaches focus on supporting CDOs in selecting and prioritizing which datasets should be open according to their preferences. To overcome this drawback, in this paper, a novel approach for prioritization of open data publication is presented.

3 The POPSC (Prioritization of Open Data Publication in Smart Cities) Framework

This section proposes and describes the POPSC framework, which aims to serve as a model for supporting CDOs in the selection of the most appropriate datasets to publish in a Smart City open data portal. Concretely, the framework (shown in Fig 1) provides a way of prioritizing datasets according to the category in which they are classified, by taking into account different indicators of reuse of the datasets of the same category already published in similar open data portals and the objectives of the open data portal where data will be published. Thus, the framework identifies the steps to be followed to ensure that CDOs have a methodology that guides this decision-making process. These steps are described next.

3.1 Categorization of the types of datasets

In this first stage, the CDO should define the taxonomy of dataset categories to analyze. This process involves information classification work, so the CDO can ask a knowledge engineer to help perform this task. It is advisable that this stage is carefully executed because results of the whole process are based on this taxonomy. Therefore, it is recommended that the categories composing this taxonomy follow some criteria of standardization that is as normalized as possible. In this sense, if a common shared worldwide recommendation of dataset categories existed, it could be the first choice. Alternatively, a good choice may also be a national or a regional recommendation. If none were found, a categorization might be collected from existing nearby institutions with similar characteristics. In any case, it might be
possible that some adaptations are necessary to apply to the final selected taxonomy. Finally, if CDO eventually realized that the selected categories are not appropriate, then new categorization should be proposed and easily used in the rest of the framework.

3.2 Definitions of indicators for categories
Beyond institution policies, one of the main objectives of open data philosophy is to provide public data that could be reused by society and can generate some kind of “impact”. In this sense, a dataset has “impact” when it produces some kind of benefit (either social or economic). Thus, “impact” criteria could be defined from various points of view: the point of view of the institution which publishes the dataset, the reusers who try to generate some kind of profit using them, or the end users who consume either raw open data or some of their reuses. The problem is that there is no standard way to measure dataset “impact”. However, it would be desirable that CDOs understand how open data is reused, trying to align the goals of all of the stakeholders.

In this sense, the goal of this stage is to establish indicators to measure, in some way, the awareness, usefulness and interest of the reuses of the datasets and, consequently, a plausible comparison of datasets can be carried out. Thus, for every dataset, it would be very interesting to be able to measure criteria such as popularity, economic profit, transparency improvement, etc. However, it is not easy to establish reliable ways of measuring these factors. Due to open data initiative idiosyncrasy, data is usually published without establishing specific goals and without imposing utilization or authentication restrictions to the reusers. As a result, collecting the usage information and measuring this awareness, usefulness or interest generated by the reuses of open datasets may become quite complex. Therefore, it may be better to define only those indicators that can be obtained and measured in a reasonable way without spending more time or resources than in the process of publishing open data itself.

3.3 Search, categorization and estimation of dataset use
This stage is composed of four interrelated tasks: search similar organizations’ datasets, categorize collected datasets, search data to calculate indicators and estimation of the use of the collected datasets in the studied context.

3.3.1 Search similar organizations’ datasets
Once the indicators about the reuses have been established and defined, it is necessary to gather information. As in any scientific field, the more data collected for estimating an indicator, the more accurate the assessment.

This task may require a considerable amount of effort, it can either be done manually or executed by implementing a software tool which automates or at least, facilitates this task. Moreover, if the number of categories is high and a broad study of datasets is required, the effort required for collecting and classifying these datasets could be even greater. Obviously, without a software tool, this stage could be even more demanding.

In any case, this gathering of information could focus on datasets specifically related to the analyzed organization so as to obtain a more accurate assessment of the collected data. That is, for a Smart City portal, this search could be made in other city open data portals.

For every collected dataset, it would be necessary to obtain at least some kind of unique identifier and some kind of metadata containing a theme, a description, a keyword or something similar. On the one hand, the unique identifier will be necessary to find out the references to the dataset in the studied context. On the other hand, the metadata are necessary to classify the dataset according to the predefined categories.

3.3.2 Categorize collected datasets
After collecting the datasets, it is necessary that the CDOs classify them according to the categories established at stage 3.1. It should be noted that, in most cases, organizations describe themes or keywords of their datasets using their own words. Therefore, this task can hardly ever be done quickly or easily and may require thesauri search techniques, semantic matching techniques or manual supervision.

3.3.3 Search and acquire data to calculate indicators
After classifying the datasets, the next step is searching and acquiring the references to every dataset relating to the studied context. Depending on the nature of indicators, data can be acquired from different sources. For example, if indicators measure the awareness or the interest in reuses of datasets on social networks, then data can be acquired by searching references of datasets within Twitter [w2] or Facebook [w3]. If they measure the reuses on the web, then data may come from PublicWWW [w4] or NerdyData [w5], and if they measure the use of open data in OSS projects, then references can be searched (and data can be acquired) from Github[w6], etc.

3.3.4 Calculate indicators
When all possible references have been located and corresponding data have been acquired, the final step at this stage is to compute previously defined indicators (see Section 3.2) by grouping references (and corresponding data) according to the dataset categories. In order to use the ideal mode of any MCDM method, these values must be normalized.

3.4 Use of MCDM to weight the indicators
Once the indicators are set, in this final stage the framework proposes that CDOs use a MCDM method that allows them to establish the weights of importance of these indicators for their institutions and return a ranking of the different categories according to weights and the indicators. MCDM is the field of operational research
wherein the decision alternatives are analysed with respect to a set of multiple (and often conflicting) criteria [30].

The CDOs could assign these weights according to the institution’s strategic objectives. Thus, CDOs of Smart Cities may have different objectives, strategies and target audiences when deciding which datasets should have priority of publication. Each city has its own idiosyncrasy defining what is most important or of particular interest, and it is unlikely two cities share the same priorities with regard to their respective objectives. Cities can be characterized by their size, the importance of the tourism sector, or its residential, commercial or industrial sectors, etc. Smart Cities can orient policy making towards employment, welfare of citizens, quality of life, accessibility or towards promoting transparency [31].

For example, in cities focused on software reuses of their open data and according to each city’s strategic choices, the publication of certain datasets may have priority in order to arouse greater interest amid a large number of developers, with the aim of developing numerous applications, or conversely, they may envision few applications but stable ones with guaranteed durability. Some of them may want to widely disseminate published datasets but other ones may encourage small groups of developers and provide them with more personalized support.

As a result of this final stage, the MCDM method allows CDOs to prioritize datasets in a reasonable way based on the data collected from similar organizations, the indicators taken into account and the open data strategy of the organization.

## 4 Framework Application using GitHub and SoCRATA

Our previously-described POPSC framework is only useful when is instantiated in a specific scenario. In this section, a specific application characterized by proposing the use of indicators based on the reuse of open datasets in Open Source Software (hereon OSS) projects is presented. These indicators are estimated using existing references to open datasets of some of the most important US cities retrieved from Github repositories. Concretely, this application of the POPSC framework has the following characteristics:

1. The datasets were classified according to a set of categories specifically designed for Smart Cities.
2. The proposed indicators attempted to measure the potential reuse of open datasets within OSS.
3. Similar organization datasets were obtained from 32 cities of the United States such as San Francisco, Chicago or New York which use Socrata as an open data repository.
4. The data about the use of the datasets within OSS source projects were obtained from Github.
5. The use of the Analytic Hierarchy Process (AHP) as MCDM method.

A repository containing all the scripts and detailed instructions needed to carry out a functional application of the POPSC Framework is available at Github [w7]. In this way, CDOs can replicate the whole process explained in this section using this repository and create their own up-to-date version of this application. Moreover, this concrete framework application to Smart Cities is not written on stone: although this application is completely functional and has been developed with the aim of being helpful to Smart City CDOs, it can be adapted to the necessities and preferences of each particular case. Consequently, any CDO could decide to add or delete some categories or indicators or even apply the framework differently using other categories, indicators, sources from gathered data or MCDM method. On the other hand, if CDOs simply want to use this application, with the original data, categories, indicators and AHP explained hereafter, they may do so directly [w8].

### 4.1 Open data categorization

There is no common agreement on the best way of classifying Smart City open datasets. However, in June 2013, the G8 [w9] proposed an Open Data Charter which, among other interesting points about open data, suggested 14 high-value data categories [32]. The G8 Open Data Charter is currently becoming the International Open Data Charter, which is supported by an increasing number of countries and institutions [w10]. Due to this, these categories seem to be a good way to classify Smart City datasets. Nevertheless, some of these categories, such as Global Development and Science and Research, might not be used in the Smart City context. Therefore, these G8 categories can be a good starting point but not the final one.

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>PROPOSAL OF OPEN DATA CATEGORIES FOR SMART CITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Data Category</td>
</tr>
<tr>
<td>1</td>
<td>Administration &amp; Finance</td>
</tr>
<tr>
<td>2</td>
<td>Business</td>
</tr>
<tr>
<td>3</td>
<td>Demographics</td>
</tr>
<tr>
<td>4</td>
<td>Education</td>
</tr>
<tr>
<td>6</td>
<td>Geospatial</td>
</tr>
<tr>
<td>7</td>
<td>Health</td>
</tr>
<tr>
<td>8</td>
<td>Recreation &amp; Culture</td>
</tr>
<tr>
<td>9</td>
<td>Safety</td>
</tr>
<tr>
<td>10</td>
<td>Services</td>
</tr>
</tbody>
</table>
Thus, specific domains which can generate data within a Smart City must be taken into account. In this sense, a survey [33] about Smart City initiatives proposes a classification composed of 6 domains and 28 subdomains.

Establishing an exhaustive classification of open data categories for Smart Cities is beyond the scope of this paper. However, this work proposes an initial classification of open data categories for Smart Cities (shown in Table 1) aimed to be as close as possible to the G8 Open Data Charter but incorporating modifications to encompass the aforementioned domains and subdomains proper to Smart Cities. This proposed classification is given in Table 1 together with example datasets for each category.

### 4.2 Indicators for selecting open data to release

**Strategy for opening data could prioritize publication of data which allows a community of developers to generate some kind of impact and effectively release benefits of open data through software projects [34].**

A Smart City could in fact prioritize publication of open data with more reuse potential depending on the category to which the data belong to.

In this sense, one approach to measure which datasets are most likely to be reused, may consist in counting the number of times that they are reused within software applications and measuring some indicators (number of users, earned money, etc.). Interestingly, a good approach could be analyzing the reuse of datasets within the open source software (OSS) community, since OSS is considered to encourage the creation of SMEs and jobs [35]. Actually, the Tenth Annual Future of Open Source Survey [36] reflects the increasing adoption of open source and highlights the abundance of organizations participating in the open source community (e.g., 65% of companies currently participate in open source projects).

Consequently, it seems that an estimate of the use of the different categories of datasets by the OSS community could be a good indicator of their potential benefits. In the Smart City scenario, when CDOs make decisions on which data to publish, they could prioritize publication of data which allows a community of developers to create applications and services that are useful and interesting for citizens and effectively release benefits of open data through OSS projects.

However, it is not possible to know the exact number of OSS projects that reuse a dataset. Fortunately, many OSS projects make their source code available in public repositories that provide statistics about their use. Among the OSS repositories, one of the most used is Github [11], the largest web-based distributed revision control and source code repository in the world, and the source of several empirical studies such as in Yu et al [37].

As a result, we developed a set of indicators so that Smart City CDOs measure which category of open data has more reuse potential and decide which data must be released according to the reuse requirements of each city. This is an initial proposal that can be refined by Smart City CDOs according to their requirements. The aim is to compare projects that use different categories of datasets and how successful they are.

Firstly, based on [38], we included (i) number of people who agree to receive information about the project because they find it interesting (subscribers), and (ii) number of people who actually work on the OSS project (developers). The second indicator is number developers that actually work on the OSS project. The subscriber indicator not only measures interest within the project but the reputation of the project within the community and the dissemination of the project through the community. Thus, our first indicator is the **reputation** among a community of developers of OSS projects that reuse open data from a category. This indicator measures how well-known projects reusing data from some specific category are (within the community of developers). Smart City CDOs could be interested in opening data that will be reused in these kinds of projects in view of creating a community of developers around open data. On the other hand, the number of developers working on a project is critical to its success, since survival of an OSS project depends on continued contribution from developers [39]. Thus, our second indicator is the **involvement** which measures how often developers contribute to OSS projects that reuse some specific category of open data. The CDO of a Smart City with enough infrastructure could be willing to involve developers that actively collaborate in the development of projects and to support their success.

Secondly, based on [40], we included (iii) the amount of development activity (which is an important indicator to measure how involved a community is), and (iv) age of an active project that is positively related to OSS progress toward completion, as well as the experience of the community of developers. On one hand, based on the amount of development activity, our third indicator is the **size of the community** involved in projects that use data from a category. This indicator measures the number of developers that use open data from a given category. A city CDO could need to adapt the size of the community to the budget and available infrastructure. On the other hand, our fourth indicator is the **maturity** of projects that use an open data category. Maturity means that the community...
has been working on the project for some time without the project being abandoned. A Smart City CDO may want to select the datasets that help in promoting fewer projects stretching over longer periods of time, rather than promoting a larger number of short-term projects.

Finally, an additional indicator called **efficiency** has been developed in order to assess the probability of reuse of a dataset category, i.e. the likelihood of datasets from each category of being used. So, this indicator measures the probability of datasets of one category to be referenced by an OSS project. This indicator determines how relevant a category of datasets is. Smart City CDOs will use this indicator to know which categories of open data are most likely to be reused.

**4.3 Search, categorization and estimation of dataset reuse**

Once dataset indicators have been determined, we have to select which data sources will be used to measure them. As we are measuring the reuse potential of open data within OSS projects, we need two kinds of data sources: (i) already published Smart City datasets (and their metadata) and (ii) OSS projects (together with information about them) which reference the gathered datasets; i.e., we need to know which open datasets are used in which OSS projects. Assuming that our scenario is a Smart City, then we have to search open data from municipalities. To perform this search, we chose Socrata because it is one of the most used open data repositories, and notably by some of the most important US cities. We also tried to measure the existence of potential users within a community in order to measure open data reuse. To do this, we used Github, because, as mentioned earlier, it is probably the largest repository of OSS projects in the world.

**4.3.1 Data from Socrata open data catalogs**

Socrata is a software company focused “exclusively on democratizing access to public sector data around the world”. It provides an Open Data Platform for allowing local, regional or national governments to release data. Socrata is a partner of the USA National League of Cities for the development of open data strategies. Nowadays, the Socrata Open Data Platform is used by some of the most important US cities such as New York, Chicago, San Francisco or Los Angeles. In this respect, Socrata is very useful as a proof-of-concept of our approach, since it is easier to collect open dataset identifiers and their metadata. In this sense, every Socrata dataset has its own endpoint and each is designated by a unique dataset identifier (a sort of primary key consisting of a code with eight alphanumeric characters split into two four-character phrases by a dash). Moreover, every Socrata open data portal provides an easy way to access a list of its published datasets. This list not only contains the identifier of every dataset but also useful metadata about it, such as the theme or the keyword of the dataset.

We must remember that the metadata of open datasets are important because they are needed to facilitate the categorization step that comes next. On this basis, we decided to choose Socrata as our source for open datasets.

After making this decision, we drew up the process of gathering all the data needed from Socrata. In essence, this process was composed of the following steps:

1. Retrieving data from Socrata on institutions which use its Open Data Platform. Concretely, when this step was applied, 106 institutions were recovered.
2. Gathering and filtering the identifier and the minimal metadata needed to categorize them (theme or keyword) from every dataset published by US cities using Socrata. Concretely, when this step was performed, 8960 datasets from 32 different US cities met these conditions.

**4.3.2 Categorization**

As mentioned in section 3.3.2, gathered datasets must be categorized according to the categories pre-determined for the concrete application of the framework. In this case, the classification proposed in section 4.1 was used.

Due to its characteristics, this process requires the participation of experts to execute it adequately. The two research groups that developed this framework included researchers working in related fields such as open data and knowledge representation. These researchers were responsible for classifying the datasets following the steps described below:

1. Extracting different themes from US city datasets. In our case, 215 different themes were extracted.
2. Mapping every theme to one of the available categories. Themes without a clear fit had to be classified as ‘Others’ in order to be discarded later. When we performed this step, 211 themes could be mapped to the established categories and 4 were classified as ‘Others’.
3. Automatically classifying datasets with a theme according to the mapping in step 2. In our case, 8299 datasets were classified according to the established categories, 11 were categorized as ‘Others’ and 650 were not categorized due to their lack of theme.
4. Optionally, trying to categorize datasets that have no theme manually, using other metadata such as keywords. This step can be carried out when the number of datasets without a theme is considered high enough to distort the value of the indicators. In our case, although the datasets without a theme represented less than 10% of the total, the experts decided to classify them manually, one by one.

As a result of this process, 8949 datasets were adequately categorized and 11 were discarded due to their unclear fit.

**4.3.3 Collecting data from GitHub**

In order to calculate the above-described indicators on the success of OSS projects that reuse open data, we decided to collect data from Github. Github is used by individu-
als, communities and businesses alike to develop software projects. GitHub is free to use for public and OSS projects, and it is used in studies on Software Engineering related to OSS success in several works such as [38] [41] [42]. Github has an API that is used to collect all required data from an OSS project. More specifically, the data can be acquired from repositories and from users. A repository is a kind of software project folder that contains all the project files. Valuable data from a repository that can be collected using the API, apart from the code itself, are, among others, repository_id, stargazers_count, watchers_count, forks_count, subscribers_count, created_at, updated_at, total_contributors, total_contributions, etc. The indicators used in our implementation of the POPSC Framework are based on these data.

We established a process for determining which OSS projects were using open datasets from Socrata US Cities. Our process consists in the following steps (it was implemented by using the GitHub API within a Pentaho Data Integration [w14] process):

1. Searching every eight-character code from existing Socrata datasets belonging to USA cities (obtained as described in Section 3.3.1) based on code from OSS repositories hosted on Github in order to know which projects are reusing open data. When we performed this step, 350644 references were found from 2517 repositories to 5874 of the 8949 categorized datasets.
2. Gathering required data from Github on the repositories that reference open datasets to make an estimation of the indicators. In our case we found that 2501 of the 2517 repositories had all the data.

4.3.4 Calculating indicators
At this stage, we made an estimation of the indicators defined in section 4.2. So, this was the last step before applying AHP. To the best of our knowledge, this is the first time Github was used to estimate indicators related to reuse of open data in software projects.

We defined a process consisting in the following steps:
1. Discarding repositories that do not have all the required data to make an estimation of the indicators. When we performed this step, only 2501 repositories remained.
2. Discarding all repeated references to a specific dataset from a specific repository. When we performed this step, 32551 unrepeated references from 2501 repositories remained.
3. Making an estimation of the indicators. When we performed this step, we applied the following formulas:
   a. **Efficiency.** Understood as the proportion of datasets of each category referenced in Github.
   b. **Size of the community.** Understood as the average number of contributors of every repository that references datasets of the category.
   c. **Involvement.** Understood as the average number of contributions of every repository that references datasets of the category.
   d. **Reputation.** Understood as the average number of subscribers of each repository that references datasets of the category.
   e. **Maturity.** Understood as the average maturity of every repository referencing datasets of the category. Maturity is computed using 2 lifetimes, project lifetime (PL) and last update lifetime (LUL) and the formula is: PL/LUL.

4. Normalizing the estimated indicators in order to use the ideal mode of AHP. When we applied this step to our case, the indicator of each category was divided by the maximal value obtained by a category in the indicator. Thus, all the indicators of each category were normalized to a 0-1 range.

4.4 Using AHP to weight the indicators
AHP is a multiple criteria decision making method that has been used in many different applications related to decision making [43]. Some works specifically use AHP in Smart Cities and e-government. In this context, Bartolozzi et al. [44] present a DSS which uses AHP for supporting the decision-making process related to Smart City issues. Sultan et al. [45] suggest the use of AHP to decide the most appropriate technology for the development of e-government projects in Smart Cities. Boselli et al. [46] use AHP to rank the factors for innovating a smart-mobility service in the city of Milan. A very interesting use of AHP to evaluate open data portal quality can be found in Kubler et al. [47]. The authors propose taking into account different dimensions: completeness, openness, addressability and retrievability to assess the quality of 146 open data portals.

Although there are several applications of AHP to the domains of Smart Cities and e-governments, they all aim at assessing Smart City strategies and the quality of open data portals. Instead, POPSC Framework proposes AHP to recommend the most appropriate datasets to be published.

Concretely, this stage implicates, using AHP, taking the rows and columns of indicators from the previous phase, and assessing the relative importance between pairs of indicators. The result of this step will be the eigenvectors of each matrix, meaning the relative importance of each indicator. Subsequently, and for each category, the weights of importance of indicators calculated in the previous step, multiplied by the values of the indicators in the corresponding categories obtained at the end of stage 3.3.4 are used for calculating the suitability of publication of datasets in each category.

This value corresponds to a measure that takes into account the strategic criteria of the institution together with the indicators obtained for every dataset category. This assessment will produce a suitability ranking list of dataset categories to publish.

Different CDOs may have to address a diversity of contexts in their cities implying an array of different strategic
objectives. Cáceres for example, a town in Spain, provides an open data portal with many high-quality datasets but the portal is rather unknown, and the technological fabric of the city is composed of small IT companies. Therefore, the goal of the CDO could be to extend the use of the open data portal by prioritizing those datasets that are likely to generate a large number of projects -though simpler ones that involve fewer people. On the other hand, a big city with consolidated open data portals (such as Madrid or Barcelona) may prefer opening datasets that could be used in complex and mature software applications that involve big teams, since it is more relevant to their specific technological industry context.

Therefore, taking into account the characteristics and objectives of the city, the CDO should weigh the importance of the indicators set out in the previous steps in order to determine their relative importance. CDOs may logically wish to assign maximum values to each of the five indicators but, in this phase, they should make the effort of assessing the importance they have relatively to each other.

5 A TEST CASE: DECISION MAKING ON OPENING DATASETS IN A MEDIUM-SIZE SMART CITY

To test the applicability of the framework, we wanted to use them in a real case of a medium-sized city council. This took place in a Spanish city of around one hundred thousand inhabitants. The city has had an open data portal since 2014. Although they are interested in publishing as much information as possible, decision criteria for prioritizing datasets had not been determined at any time since the inception of the portal.

The city employs a manager in charge of integrating the council data and the data from the GIS department. He plays the role of the city’s CDO. His department is composed of six software and geography engineers. His budget for publishing and maintaining open datasets is very low. To date, the CDO does not take into account the global demand for data coming from the community of developers, or external interest in each data category, nor does he analyze and justify priority of publication of some datasets over others. He uses his intuition and external requests (via Twitter or emails from developers) to take the decision of dataset publication.

The context was thus conducive to involve this CDO in applying the POPSC framework. Thanks to the fact that datasets and indicators had already been categorized as described in the previous section, the manager only had to execute the step of assigning weights of importance to the indicators.

The context was thus conducive to involve this CDO in applying the POPSC framework. Thanks to the fact that datasets and indicators had already been categorized as described in the previous section, the manager only had to execute the step of assigning weights of importance to the indicators.

The CDO of the city had a highly technical profile and sufficient knowledge to understand these concrete five indicators. He needed time to analyze and assimilate each of the concepts, but before starting the assessment of the AHP matrix, he said he was able to establish the relative levels of importance of the five indicators. He used the spreadsheet that implements the AHP method, producing the values shown in Fig 2.

As shown, the CDO did assign the relative importance of the indicators with moderation, avoiding extreme values, resulting in an eigenvector with high values in Involvement and Efficiency and low values in Size of Community and Maturity.

The final result of these weights multiplied by the values of indicators in each category according to data from Github, is shown in Fig 3. In this case, application of the POPSC led to the recommendation to publish datasets related to "Ethics & Democracy" first, to "Geospatial", second, etc.

After going through the evaluation process, we asked him about the answers given, in an attempt to analyze the importance values assigned by peers. Following the interview, we understood that his department had a very limited budget, but that it was stable over time, so data useful to citizens through the development of applications by small local enterprises was given preference. Hence, he assigned high weights to effectiveness.

However, taking into account these groups of local developers, local municipal politics aim at boosting em-

ployment at the regional level, rather than favoring use by a large community of developers. The portal is relatively young, so they are not particularly looking for the continued use of apps, but rather to encourage the development of new apps. Due to all the above, high weights were also given to Involvement.

The CDO decided to establish his dataset publishing policy prioritizing the category, recommended by the POPSC framework, related to municipal contracts (Ethics & Democracy). It was also decided that the publication and maintenance of their abundant geospatial datasets would be kept, postponing other datasets which were on the list of potential pending publication datasets.

The CDO’s feedback revealed that assessing indicators is complicated and quite subjective; however, the CDO also commented that, once ideas were understood, the framework helped to justify decisions made during the process, helped to carefully analyze publication strategy, and to weigh up the advantages and obstacles in choosing one dataset category over another.

6 CONCLUSIONS

Institutional CDOs, who are responsible for publishing information in open data portals, usually have a limited budget and insufficient time to release and maintain all available data. Simply trying to publish “all” data is not even considered a good strategy. At present, CDOs usually rely on their intuition concerning potential data reuse to decide what datasets must be prioritized. Obviously, if there are specific policies and guidelines in their institution, they should publish the specific datasets to meet this objective. But, once these mandatory datasets are published, it is desirable they have available some kind of methodology that helps them to choose those datasets most likely to generate a given kind of interest. Importantly, the CDO should take into account different relevant user groups (citizens, companies, software application developers, journalists, NGOs, etc.) that may be interested in the reuse of the data. Each of them can have different objectives such as improving transparency, doing business, improving public services, etc., and the CDO should take this whole context into account when prioritizing data publication. It is worth noting that our proposal focuses specifically on the interest of using datasets for application developers, but the framework could be expanded to consider other points of view as future work.

Therefore, in this paper, we presented the POPSC (Prioritization of Open Data Publication in Smart Cities) Framework. Its goal is to provide CDOs with a generic and methodological way of making decisions about what type of datasets should be given priority of publication in an open data portal. Although in the first place the CDO should prioritize those datasets that are established in the regulations and strategies of their institutions, an objective process to measure the demand for the use of the data can be a very useful tool for the CDO. The process is designed to take into account objective criteria rather than relying on the intuition of CDOs. To do this, this framework specifies actions to perform in order to provide a decision support system for CDOs for prioritizing datasets.

In addition, we have developed a fully functional application of the POPSC Framework that is oriented to the software developer community of reusers and that is characterized by:

1. A classification of 14 categories for Smart City open datasets based on the G8 Open Data Charter and the Smart City domain.
2. A definition of 5 indicators based on the reuse of datasets in OSS projects.
3. Almost 9000 open located datasets of many of the most important US cities.
4. A catalogue of these US city datasets classified according to the proposed categories.
5. Around 32000 distinct references from 2500 different Github projects referencing two thirds of the categorized datasets found, based on a search performed over all OSS projects in Github.
6. An estimation of the defined indicators of reuse of every Smart City dataset category.
7. An AHP-based Decision Support System to recommend Smart City dataset categories to prioritize, taking into account the estimated indicators and the importance of each indicator for CDOs.

Regarding application domain, our framework has been aimed at helping CDOs to prioritize the publication of datasets in a Smart City, but as work in progress, we want to apply the same idea to the universities domain. Universities are complex institutions with a variety of heterogeneous data that must be collected, classified and opened, ranging from (anonymized) data about students and staff, to geographical campus data to or financial data and so on. These data can be consumed by several actors: researchers, former students, citizenship, companies (or entrepreneurs) that reuse data to add value, and the own university. We are working on categorizing the datasets of the universities, identifying the sources of data from where we are going to collect the information, and establishing the appropriate indicators to be useful in the prioritization process.

In the Smart Cities domain, we want to emphasize that the specific implementation of this application of the proposed framework is completely reproducible. So, if they wish, CDOs can reuse and adapt them to their concrete requirements regardless of whether they work in a Smart City or in any other type of institution. With our framework, if a CDO has possibilities to access additional information about the use and interest of datasets (such as access to the source code that uses datasets, mentions in social media, news, strategic reports, etc.), could apply the idea of the POPSC method to prioritize the publication of datasets using this information. Similarly, a CDO
can consider other measures of use and interest apart from the five indicators we propose. In this case, CDO should link the formulas of the indicators with the information sources where the data resides. Considering other useful indicators and the corresponding data sources to calculate them remains as an interesting challenge for future work.

Regarding our proposal of open data categories for Smart Cities, if a CDO wants to modify them, he/she should only assign datasets to the new categories and apply the POPSC framework.

Further alternative future work from our framework that can be considered as a continuation of this research may include:

1. Searching and categorizing open datasets of different cities, regions, countries, companies or any other kind of institutions.
2. Developing semantic-based software tools for automatic classification of datasets.
3. Analyzing the reuse of open datasets in proprietary software projects, for instance, by developing an app web repository where developers could register their applications that use open data and indicating which particular datasets are reused.
4. Analyzing the reuses of open datasets in mass media, social media, blogs, etc. by searching the references to the datasets in these sites.

In summary, a successful publication of open datasets should be based on the proper combination of the objectives of the CDOs in charge of open data portals and the analysis of the reuses of already available open datasets. The POPSC framework has been designed with the objective of providing this basis to CDOs.
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