Optimization techniques for basketball players under the convex risk measures
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ABSTRACT

The effect of playing “home” or “away” and many other determinants, such as shooting percentage, the offensive rebounds, the turnovers and the number of free throws, have been hypothesized as influencing the outcome of major basketball matches. The optimal selection by team coaches during the game is the main unsolved problem. Due to their axiomatic foundation and properties, the convex measures are becoming a powerful tool in performance analysis. In this paper, we will review the fundamental structural concepts of convex performance optimization within the framework of convex analysis. We investigated the ARC optimization program over the coach selection and results found that convex optimization problem fitted optimal under the different game circumstances. Keywords: Convex set; Optimization; Basketball; Performance indicators.
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INTRODUCTION

The study of basketball games as competition has been used to identify variables that can distinguish between successful teams and players. Indeed, this field of research has recently become a subject of practical and scientific interest to coaches and sports scientists. The core coaches’ problems are how they can select the optimal player during the game. Furthermore, performance indicators are used to assess the performance of an individual, a team or elements of a team (Csataljay, 2017). Due to frequent appearance in the real world, solving constrained optimization problems, especially nonlinear optimization problems, are of scientists’ great interests in recent decades. Structural optimization and convex optimization problems are just a few fields in which constrained optimization problems are met. There are several deterministic algorithms which are efficient to solve constraint optimization problems, such as recursive quadratic programming, projection method and the generalized reduced gradient method (Luenbergen, 1984). The research interest due to recent decades is how to solve real world optimization problems in many fields such as business, industry, engineering, sports etc. The Athletes-Return-Correction (ARC) is a novel algorithm designed based on players optimal decision by coaches. The (ARC) program optimizes the selection of the basketball players at the next game based on time varying dataset and performance characteristics of each player. In addition, ARC program is a research-based on optimization problem techniques under the convex risk measures introduced by Artzner et al. (1999) approach that attempts to improve the optimal decision in real-time. Well-chosen performance indicators help the coach to identify good and bad performances (Bartlett, 2001; Hughes and Franks 1997, 2004; 2008), either at an individual or team level. Performance indicators are often used to define the differences between the players. We used players statistics to identify to the optimal weight of the linear players return formula. Additionally, other researchers (Mendes and Janeira, 2001; Tsamourtzis et al., 2002) found that defensive rebounding is the main factor that distinguishes winning and losing teams in basketball. According to Sampaio and Janeira (2003) investigated that game location (home and away games) and game type (regular season or playoff) effects game results. More recently, Oliver (2004), investigated four factors may be determinant to win basketball games, the shooting percentage from the field, the offensive rebounds, the turnovers and the number of free-throw attempts.

Under stressful basketball games, the coach has a big role and responsibility in the formation of team tactics. Results of analysing close games give useful information about the most important elements that distinguish winning and losing teams. Knowing the crucial performance indicators of close games allows coaches to prepare more detailed practice and game plans to build up the best winning strategy. The main purpose of the current study is to find the optimal strategy under the convex measures based on the returns of each player at a different type of matches of the NBA 2019 Champion.

The present paper is organized as follows. The next section introduces and describes the methodology and the steps to be followed. In Section 3 the case of optimization techniques evaluation is introduced, and the application of the proposed method is explained, and results presented. Finally, in Section 4 we discuss the results and main advantages of the proposed method.

METHOD

The optimization process typically begins with the construction of a linear model that is solved based on the literature determinants of Oliver (2004). Data processing was made by R i386 3.5.0 statistic package and the game analysis was used to classify the matches into three types such as close games with final score differences between 1 and 9 points, balanced games (10-19 points) and unbalanced games (20 and more
points difference). Finally used observations are 288 collected from basketball reference database including Toronto Raptors 2019 play-off results.

We investigated a linear model to present the return of the basketball player in time t during the game

$$r(x)_t = w_1 \text{assist} + w_2 \text{twopoint} + w_3 \text{threepoint} + w_4 \text{freethrows} + w_5 \text{points} + w_6 \text{rebounds} + w_7 \text{minutesongame}$$

Where $w_1$ is the sum of correct and wrong passes, two-point shoot is the percentage of correct shoots, $w_3$ is the percentage of three points shoots, $w_4$ is the percentage of free throws, $w_5$ is the sum of points, $w_6$ is the total rebounds per minute and $w_7$ are the minutes where the player gives higher return than the other player in the same position. The defined player's positions are five; point guard, shooting guard, small forward, power forward and center. The total weights of each determinent change if the position of the players is in group $j$ includes (point guard, shooting guard, small forward) or in the group, $q$ includes (power forward and center).

Optimizing the following dynamic problem gives the return of each player:

Maximize $$r(x)$$
subject to $$\sum_{i=1}^{N} w_i = 1$$

Where $x$ is vector of players $(x_1, \ldots, x_n)$ and $w_i$ are the weights of each determinant. The evaluation of $r(x)$ investigated from the correlation $\sigma_p$ between the best player of the team into each position and the difference between player return $r(x)_i$ and higher return player into the season $r(x)_j$.

$$R_x = \frac{(r(x)_i-r(x)_j)}{\sigma_p}$$

Definition 2.1 Convex Measures [1] A mapping $\rho: X\rightarrow R$ is called a convex measure, if and only if

Convex: $\rho(\lambda X + (1 - \lambda)Y) \leq \lambda \rho(X) + (1 - \lambda)\rho(Y)$ for $\lambda \in [0,1]$.

Monotone: $X \leq Y$ then $\rho(X) \geq \rho(Y)$, where $X \leq Y \iff X(\omega) \leq Y(\omega)$ for all $\omega \in \Omega$

Translation invariant: if $a$ is constant then $\rho(a1 + X) = -a + \rho(X)$

Adding to these properties positive homogeneity one obtains:

A convex risk measure $\rho$ is called coherent
if in addition:

Positive homogeneity: if $\lambda \geq 0$ then $\rho(\lambda \cdot X) = \lambda \cdot \rho(X)$

Furthermore, we minimize the following linear problem selected the best strategic based on convexity theorem:
\[
\min_{j,q} \rho_{\pi c}(r(x)) \tag{1.4}
\]
subject to
\[
E[r(x)] \geq u \tag{1.5}
\]
\[
\sum_{i=1}^{N} x_i + x_{N+1} + \sum_{i=1}^{N} q_i = W \tag{1.6}
\]
\[
x_i \geq 0, i = 1,\ldots,N+1 \tag{1.7}
\]

were \( r(x) \) is the return calculated in equation (1.1) and \( \rho_{\pi c} \) is the convex risk measures. Furthermore, equation (1.6) take into consideration only returns better than the return of a player who plays currently. One of the core characteristics of convex measures is that they can present as a cone.

Let \( \rho(x) \) be a cone. The set
\[
\rho(x)^* = \{ x_i | x^T \geq 0 \text{ for all } x \in \rho(x) \}
\]
is called the dual cone of \( \rho(x) \). As the name suggests, \( \rho(x)^* \) is a cone, and is always convex, even when the original cone \( \rho(x) \). Geometrically, \( x_i \in \rho(x)^* \) if and only if \(-x_i\) is the normal of a hyperplane that supports \( \rho(x) \) at the origin. This is illustrated in Figure 1.

Figure 1. The cone \( \rho(x) \) with error observations and accepted observations.

The players \( X_1, X_2, X_3 \) are in the accepted. On the other hand, players \( X_3, X_4, X_5 \) are in the rejected area, this area represented as penalty area out of the cone.

**RESULTS AND DISCUSSION**

The aim of the paper was to prove how the ARC choosing the best possible strategy in every game. Thus, in this section, we show an example of how our algorithm works for every possible target is known. Based on playoff games of Toronto Raptors basketball teams. We presented in Table 1.1 the results of coach strategy results about final score differences between (1 and 9 points), balanced games (10-19 points) and unbalanced games (20 and more points difference).

Coaches weight percentage calculated by the time and points of players during the game. In addition, the weight percentage of each player solved by minimizing theorem (1.4), on the other hand, coach optimal
weight multiple with returns calculated from (1.1) equation. Figure 2 presents a time series and the results of all players multiplied by the optimal weight in two different decisions.

Table 1. Players average Points and Minutes per Game.

<table>
<thead>
<tr>
<th>Team</th>
<th>Toronto Raptors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=13</td>
</tr>
<tr>
<td>Player</td>
<td>1 to 9</td>
</tr>
<tr>
<td></td>
<td>Points</td>
</tr>
<tr>
<td>X1</td>
<td>0</td>
</tr>
<tr>
<td>X2</td>
<td>0</td>
</tr>
<tr>
<td>X3</td>
<td>17.6</td>
</tr>
<tr>
<td>X4</td>
<td>18.6</td>
</tr>
<tr>
<td>X5</td>
<td>10.5</td>
</tr>
<tr>
<td>X6</td>
<td>23.3</td>
</tr>
<tr>
<td>X7</td>
<td>35.7</td>
</tr>
<tr>
<td>X8</td>
<td>28.7</td>
</tr>
<tr>
<td>X9</td>
<td>22.5</td>
</tr>
<tr>
<td>X10</td>
<td>31.4</td>
</tr>
<tr>
<td>X11</td>
<td>0</td>
</tr>
<tr>
<td>X12</td>
<td>0</td>
</tr>
</tbody>
</table>

The lost games were at period one, seven, eight, eleven, thirteen, fourteen, twenty and twenty-three on average of 9.4 points. In this period the optimal strategy is convex for game days; one, seven, eight and twenty-three. Furthermore, the losses come on average of 7.4 less than the total average, investigate that the optimal technique to win the games is the ARC program. In addition, over the period nine to twenty the average winning points during the game is 12.2 and the coach decision is the optimal.
CONCLUSION

Concluded this research idea the following optimization problem under convex measures and investigate that the previews theorem has a perfect fit and over the basketball game. The ARC program is an action-based framework and a practical program to identify optimal athletes’ submission and to correct random performance errors in top-level athletes. From the applied perspective, the ARC program was used to improve the quality of the coaching process and to enhance systematic work on sport techniques. Our findings suggest that: under the convex risk measures, coaches can optimize players returns. The support performance analyst team can run the following program to find the best player selection into different circumstances. We show that with the proposed method we are able to compare the optimal strategies, taking into account possible confounding factors such as shooting percentage, the offensive rebounds, the turnovers and the number of free throws. We provided a linear algorithm that summarizes the steps to achieve this useful ARC convex optimization problem.
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