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Abstract

Our eyes never remain still. Even when we stare at a fixed point, small
involuntary movements take place in our eyes in an imperceptible manner.
Researchers agree on the presence of three main contributions to eye move-
ments when we fix the gaze: microsaccades, drifts and tremor. These small
movements carry the image across the retina stimulating the photoreceptors
and thus avoiding fading. Nowadays it is commonly accepted that these
movements can improve the discrimination performance of the retina. In
this paper, several retina models with and without fixational eye movements
were implemented by mean of RetinaStudio tool to test the feasability of
these models to be incorporated in future neuroprostheses. For this purpose
each retina model has been stimulated with natural scenes images in two ex-
periments. Results are discussed from the point of view of a neuroprosthesis
development.
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1. Introduction

Our eyes are always in constant motion. Some of these movements are
involuntary and appear even when we fix our gaze. Although some of them
are relatively large and displace the image across the retinal photoreceptors,
they are not perceptible to us [1]. Since the late 1800s, several research
groups have been investigating in understanding the role of these fixational
eye movements in the vision [2] using a variety of techniques for recording
[3]. Nowadays, the most accepted idea about the role of these movements
is that they can improve discrimination performance in ways not explicable
just by prevention of visual fading [4] [5] [6] [7]. In particular, microsaccades
are probably the eye movements with the greatest potential to perform this
task [8] [9] [10].

Various approaches have been proposed to study fixational movements.
On one hand, Ditchburn et al. [11], Nachmias et al. [12] and others used
recording techniques to proof the role of these eye movements in visual per-
ception. On the other hand, simulation ofmicrosaccades were used to asses in
a realistic manner the role of eye movements in the primary retinal responses.
Greschner et al. [13] in their work, performed an experiment which demon-
strated that the simulated small movements, like tremor, in a turtle retina,
activated sets of retinal ganglion cells in a synchronized manner. Finally,
the approach based on retina models has several advantages from the point
of view of experimentation. Comparing to an in vivo experimental setup,
retina models can be easily modified and used as often as desired without
the need of laboratory animals or annoying human testing. Moreover, retina
models increase the range of possibilities, allowing for example, the descrip-
tion of diseased retinas, different isolated properties and more features that
could not be done with biological retinas. In this way Donner and Hemilä
[14] attempted to clarify the effects of these movements on the messages that
retinal cells send to the brain by mean of mathematical models. Also, it is re-
markable the work by Wohrer et al. [15] and A. Mart́ınez et al. [16], focused
primarly on the development and implementation of new retina models.

Our group is working on the development of a cortical visual neuropros-
thesis aimed to restore some functional vision to profoundly visual-impaired
people. For this purpose, the objective of the current study is to test the
feasibility of fixational eye movements to be implemented in a visual neuro-
prosthesis. In this way, different retina models with and without fixational
eye movements have been described and tested to check the vision improve-
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ment. Results show that retina models including eye movements have a
better behavior than models without this feature.

2. Retina model

The retina plays an important role in visual perception of humans. It
is responsible for converting the outside world images into electrical signals
understandable by the visual cortex of the brain. In fact, it is considered
as a part of the brain. This process must be unequivocal and fast enough
to ensure recognition of objects within a few milliseconds [17]. Therefore a
good retina model, as well as its physical implementation, should take into
account this time constraint to be able to respond to stimuli in real time.

In this paper several retina models which are sensitive to variations in lu-
minance are described by mean of RetinaStudio [18], a framework to encode
visual information that allows the specification, testing, simulation, valida-
tion and implementation of bioinspired retina models. Each retina model is
defined as a matrix of different kind of ganglion cells. Models of On ganglion
cells and Off ganglion cells, with and without fixational eye movements are
described making a total of four different retina models: On model, On +
eye movements model, Off model and Off + eye movements model.

RetinaStudio allows us to describe the different stages that comprises a
biological retina. The first stage, inspired in the Outer Plexiform Layer of
the retina was modeled by splitting the incoming images into three color
channels (R,G and B). The second stage, inspired in the Inner Plexiform
Layer, was modeled by means of spatial filters. More specifically, with a
network of the well known Difference of Gaussian (DoG) filter, where σ1

and σ2 take the values 0.9 and 1.2 respectively in the On retina models and
take 1.2 and 0.9 values in Off retina models (see equation 1).

DoG(x, y, σ1, σ2) =
1√
2πσ2

1

e
−x2+y2

2σ2
1 − 1√

2πσ2
2

e
−x2+y2

2σ2
2 (1)

The magnitude value of these parameters have already been studied in
the work of Morillas et al. [19]. The Difference of Gaussian filter receives
contributions of the three types of photoreceptors R, G and B (for red, green
and blue), and thus generates a mexican-hat contribution for every color
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Figure 1: Center-periphery behavior of On and Off receptive fields.

channel. This contribution simulates the circular shape and the antago-
nist center-periphery behavior of the receptive fields of ganglion cells in the
retina, see Fig. 1. Finally, inspired in the Ganglion Cell Layer, the Leakage-
Integrate&Fire spiking neuron model proposed by Gerstner and Kistler [20]
is used to model the ganglion cell firing behavior.

All retina models represent a piece of fovea having a size of 1.8×1.8 mm,
where each receptive field is about 180µm of diameter [21].

2.1. Eye movements

The three main contributions of involuntary eye movements were inte-
grated within our retina models: tremor, drifts and microsaccades.

2.1.1. Tremor

Tremor is the amplitude-smallest of all eye movements. It consists in an
aperiodic oscillation of the eyes with small amplitudes and frequencies within
the range of the recording system noise [22]. Following the work of Ratliff and
Riggs [3], these movements are described in our model as oscillatory waves
with an small amplitude. More specifically the amplitude is in the range
between 2,83µm and 4,13µm, and the frequency is 50Hz. The generated
oscillatory waves are superimposed on drifts, see Fig. 2.

2.1.2. Drifts

Drifts are slow curvy motion that occurs between microsaccades and ap-
pear simultaneously with tremor. This movement can displace the image
across a dozen photoreceptors with a mean speed of 6 arcminute/s [2]. Drifts
are described using the gamma distribution of equation 2 as proposed by [23].
In our case, λ = 1 and different k values are randomly chosen taking integer
values between 1 and 9. The angle of these drifts is randomly modified using
equations 3, taken into account that all drifts must be directed outwards [24].
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f(x) = λe−λx (λx)
k−1

(k − 1)!
(2)

x′ = xcos(θ)− ysin(θ)

y′ = xsin(θ) + ycos(θ) (3)

In our model each drift movement have a duration between 0.24s and
0.48s, with a mean of 0.36s, and an amplitude between 68µm and 100µm,
with a mean of 84µm. The values of duration and amplitude were randomly
chosen within these ranges.

2.1.3. Microsaccades

Microsaccades are fast eye movements of short duration, about 25ms
[4], displacing the image across a range of several dozen to several hundred
photoreceptors widths. The role of microsaccades in visual perception have
been debated for years. The most accepted idea is that its main role is to
prevent fading and thus keep the vision [11] [12].

All microsaccades are modeled in our retina model as rectilinear move-
ments directed to the center of the visual scene and appearing just after drifts
with a random angle and amplitude. The amplitude of each microsaccade
have a mean of 100µm and a duration of 20ms. Fig. 2 shows an example of
fixational eye movements paths. As can be seen, high-frequency oscillatory
paths (tremor) are superimposed on drifts (curved lines) forming only one
path moving slowly. Microsaccades (rectilinear lines) appear just after drifts
and move the image across the retina quickly.

3. Experiments and Results

To assess the role and behavior of microsaccades and the other small eye
movements in the perception of natural scenes, two experiments have been
designed involving different retina models.

The first experiment analyze the behavior of four retina models with
and without eye movements (On, On + eye movements, Off and Off + eye
movements) when it is exposed to a natural scene in movement. The second
experiment analyze the behavior of the same retina models when it is exposed
to a static natural scene, simulating the fixational gaze.
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Figure 2: Microsaccades, drifts and tremor movements. Continuous line shows the fast mi-
crosaccade movement. Dashed line shows the slow curve of drifts movements. Oscillatory
line shows the combination of drifts and tremor.

In both experiments we attempt to demonstrate the importance of these
small movements in contour discrimination of natural scenes.

3.1. Natural scenes in movement

For the first experiment each retina model is defined as a 10×10 matrix
of different kind of ganglion cells following the work of Ferrandez et al. [25]
which uses a Utah Electrode Array [26] to perform extracellular recordings.

Each retina model was stimulated using a stimulus of 8,5 seconds of du-
ration taken from a video file. The stimulus has a framerate of 25 fps with
a resolution of 622×622 pixels and 8-bits of color depth (gray-scale). The
video was created using Visionegg [27]. The records were generated in Neu-
ral Events File format [28] and processed with NeurALC [29]. This test was
repeated 10 times.

Top plot in the Fig. 3 shows the whole natural scene, where a superim-
posed black rectangle indicates the image area stimulating our retina model
at a given time. This rectangle travels across the image from left to right
during the stimulation. As a measure of retinal activity it was considered
the gray mean value [30] (equation 4), represented in the plot as color-pale
graphic and calculated from the natural scene as:

M(x) =
1

m

m∑

y=1

(x, y) (4)
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Figure 3: Raster plot showing the spike trains produced for 100 electrodes and the popu-
lation activity with a bin of 40ms for On cells.

where n ×m is the image resolution and (x, y) represent the value of a
pixel.

Middle and bottom plots show, with black points, the spike trains pro-
duced by 100 electrodes in a raster plot. The population activity graphic is
represented by a dark line and the gray value mean is superimposed in both
plots for comparison purposes.

By inspecting the figure, it can be observed that the activity is greater in
lighter areas of the exposed image and lower in the dark ones as expected.
The electrodes located on the lighter areas have greater activity than those
located in other areas (see raster plot). Moreover, the population activity
graphic is more similar to gray value mean graphic in the retina model with
eye movements implemented than those without them. It should be noted
that the population activity have been normalized to values between 0 and
255 for comparison.

Fig. 4 shows the population activity for the Off retina model compared
with the complementary gray value mean (see equation 5).
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Figure 4: Raster plot showing the spike trains produced for 100 electrodes and the popu-
lation activity with a bin of 40ms for Off cells.

M ′(x) = 255− 1

m

m∑

y=1

(x, y) (5)

In this case, unlike Fig. 3, the activity is greater in dark areas of the
exposed image and lower in the lighter ones. When comparing with the
population activity, it is clear that both signals are closer when eye movements
are applied.

To measure how different is the population activity of our models when
applying or not eye movements, a similarity measure based on a subtrac-
tion was performed between gray value mean graphic and population activity
graphic. It is showed in equation 6,

S12 =
1

N

N∑

n=1

(x1[n]− x2[n])
2 (6)

where x1[n] and x2[n] corresponds to gray value mean and population
activity respectively.
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Figure 5: Percent similarity between population activity and gray value mean. Pale and
dark bars represent models with and without eye movements respectively: A Similarity in
ten simulations for On model. B Similarity in ten simulations for Off model. C Average
of ten simulation for On model and Off model.

The similarity measure provided by this subtraction is depicted in Fig. 5,
where the 100% corresponds with identical response in the gray value mean
and the retina model (S12 = 0 in equation 6). Plots A and B show the
similarity of ten simulations of the four retina models, plot C shows the
average of ten simulations. Pale and dark bars represent retina models with
and without eye movements respectively.

As can be seen, there is a remarkable difference between dark bars and
pale bars, being the pale bars closest to gray value mean. In the average
graphic, plot C, the difference is about 4% in the On models and 8% in the
Off models.

As a conclusion, with natural scenes in movement, the similarity is greater
when the retina model includes fixational eye movements.

3.2. Static natural scenes

In this experiment we analyze the behavior of the same retina models
when they are exposed to a static natural scene. To improve the resolution
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Figure 6: Position of the receptive fields on the image

we have used a matrix of 15×15 ganglionar cells. The exposed image stimulus
lasts 60 seconds. This stimulus, showed in Fig. 6, consists in a natural scene
image, in this case a flower, with a resolution of 540×540 pixels and 8-bits of
color depth. The image covered by the receptive fields is shown in the figure
as well. The records were generated in Neural Events File format [28] and
processed with Neuroexplorer [31].

The results of each stimulation are showed in Fig. 7, where the ganglionar
cell activity is represented in a 15×15 matrix by means a color code. Each
region of this matrix represents the activity of each single ganglion cell. A
high activity is represented by light colors and a low activity is represented
by dark colors performing a simple reconstruction of the original image. As it
can be observed, the On-cells stand out the central area of the image (flower
petals), while the Off-cells do the opposite highlighting the contours of petals
respect to the background. This behavior is best appreciated in the models
having eye movements.

Taking into account these results it is possible to conclude that retina
models implementing eye movements are capable to represent better the ob-
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Figure 7: Cell activity graph. White color represents a higher cell response to the stimulus
while black color represents a lower cell response.

jects shape, and thus, increasing the activity of cells around the contours
where the light undergoes abrupt changes. This behavior can be observed in
both On-cells and Off-cells.

In the Fig. 8 the percent of cells activated during stimulation is showed.
Owing to the inherent characteristics of the image, there are a greater num-
ber of On-cells activated than Off-cells ones. In both cases we find the same
pattern, the number of cells activated increases when the retina model im-
plements eye movements.

This behavior occurs because small movements expose each portion of
the image to a larger number of cells, which leads to a greater number of
excited cells.

4. Conclusions

The role of fixational eye movements in real-world scenes using retina
models has been assessed in this paper by means of two experiments. For
this purpose the main three types of involuntary eye movements (tremor,
drifts, and microsaccades) have been implemented in two ganglionar retina
models: On model and Off model. Results have been compared using the
same models without eye movements implemented.
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Figure 8: Percent of excited ganglionar cells when stimulated by a static natural scene

In both experiments, the results of this comparison indicate a significant
improvement in the visual perception in natural scenes when retina models
include microsaccades, tremor and drift movements. Particularly, we ob-
serve an increased cellular activity, and a greater number of cells involved
in the contour discrimination. Furthermore, neuronal activity records show
greater sensitive to light changes, improving the edge recognition. These re-
sults indicate that it is possible to improve environment perception if these
small movements are incorporated in the retina models and encourage us to
implement these eye movements in a future visual neuroprosthesis.
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