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Abstract: This paper presents NegesAPI, an API for negation detection in Span-
ish. This API receives as input a text, analyzes it and automatically annotated it
with the negation cues present in the text and their respective scopes of influence
for their subsequent incorporation in Natural Language Processing systems. For
the development of it, the SFU Review SP-NEG corpus and the negation model of
Jiménez-Zafra et al. (2020a) have been updated. Moreover, it has been created a
web application with the API documentation, a tutorial and a user management
system to monitor the API usage.
Keywords: Negation, negation processing, cue detection, scope identification, nat-
ural language processing.

Resumen: Este art́ıculo presenta NegesAPI, una API para la detección de ne-
gación en Español. Esta API recibe como entrada un texto, lo analiza y lo anota
automáticamente con las claves de negación presentes en él y con sus respectivos
ámbitos de influencia para su posterior incorporación en sistemas de Procesamiento
del Lenguaje Natural. Para el desarrollo de la misma se ha actualizado el corpus
SFU Review SP-NEG y el modelo de negación de Jiménez-Zafra et al. (2020a).
Además, se ha creado una aplicación web con la documentación de la API, un tuto-
rial y un sistema de gestión de usuarios para monitorizar el uso de la API.
Palabras clave: Negación, procesamiento automático de la negación, detección de
claves, identificación de ámbito, procesamiento del lenguaje natural.

1 Introduction

Negation is a grammatical phenomenon that
is present in all languages to express the
negative form of a sentence or statement
(Jiménez-Zafra et al., 2020b). It relates one
expression e with another that is in some
way opposed to the meaning of e (Horn and
Wansing, 2015). Negation can be accom-
plished through a variety of elements, includ-
ing negation particles, negative affixes or neg-
ative words.

• Negation particles are related with syn-
tactically independent elements, such as
no, nunca, nadie,... This type of nega-
tion is called syntactic negation and is
the most common in all languages.

• Negative affixes are morphemes that are
added to a word to create a negative

form, for example: impensable, ilegible,
imposible,... This form of negation is
known as lexical negation.

• Negative words are words or expressions
that implies a negative sense. This is
called morphological negation. For ex-
ample, the expression en la vida (In my
life) implies a negation of the next ac-
tion: En la vida cruzaré ese puente (In
my life I will cross that bridge).

Negation in Spanish can also be found in
multiple ways, including the use of simple,
continuous and discontinuous negation. In
simple negation, there is only one negation
cue: No sé cocinar (I don’t know how to
cook). Continuous negation appears when
there are two or more consecutive negation
cues: Casi no llego a la presentación (I al-
most don’t make it to the presentation). Fi-
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nally, when two or more negation cues appear
but not consecutively, it is called discontinu-
ous negation: No tengo nada de dinero para
la comida (I don’t have money for the food).

Moreover, in some cases, the appearance
of a negation cue does not imply a negation.
This phenomenon is very common in Span-
ish, meaning comparative or rhetoric sen-
tences:

• Estás preparado, ¿no?

Are you prepared, right?

• No hay más que dar la vuelta.

Just turn around.

• No estudio tanto como mi hermano.

I don’t study as much as my brother.

Therefore, negation can be very challeng-
ing to detect and process (Jiménez-Zafra,
2019). In Natural Language Processing
(NLP) negation is a phenomenon of special
interest, since it affects the polarity of texts,
such as opinions, where the opinion of a prod-
uct can be drastically altered if negation is
present. It also has an impact on informa-
tion retrieval systems, where searching for
“Peĺıculas que no sean de fantaśıa” (Non-
fantasy films) is not the same as searching
for “Peĺıculas que sean de fantaśıa”(Fantasy
films). It is also of special relevance for en-
tity recognition in biomedicine, where for ex-
ample if a patient “no tiene cáncer” (does
not have cancer) and the entity “cáncer” is
recognised, but the presence of negation is
not detected, it changes the meaning of the
sentence and the diagnosis of the patient.

There are different approaches to han-
dle negation in NLP, such as rule-based ap-
proaches (de Albornoz et al., 2012; Peng
et al., 2018), and traditional machine learn-
ing (Cruz, Taboada, and Mitkov, 2016;
Jiménez-Zafra et al., 2020a) and deep learn-
ing approaches (Fancellu, Lopez, and Web-
ber, 2016; Pabón et al., 2022). Rule-based
approaches use a set of pre-defined rules to
detect negation cues and modify the meaning
of the sentence accordingly. Traditional ma-
chine learning and deep learning approaches,
on the other hand, use annotated data to
train models that can automatically identify
negation cues and their scope in a sentence.

The goal of this work is to provide an
API, called NegesAPI, to detect negation
cues and scopes in Spanish texts, using the

machine learning approach of Jiménez-Zafra
et al. (2020a). The main contributions of
this work are:

1. Update of the SFU review SP-NEG cor-
pus (Jiménez-Zafra et al., 2018): This
corpus uses a deprecated tag set gen-
erated with FreeLing 4.0 (Padró and
Stanilovsky, 2012; Marimon, Padró, and
Turmo Borras, 2018), which needs to
be updated to the most recent version,
FreeLing 4.2.

2. Generation of pre-trained models: Using
the updated corpus, we need to adapt
the cue and scope detector models of
Jiménez-Zafra et al. (2020a) so that they
can be loaded in the negation system.

3. Building an API: Using the negation sys-
tem and the pre-trained models, we have
created an API that receives a text, an-
alyzes it, and returns the text automat-
ically annotating it with negation.

4. Building a web application: On top of
the API, we have built a simple web ap-
plication with the API documentation, a
tutorial and a user management system
to monitor the API usage.

The rest of the paper is organized as follows:
Section 2 presents previous negation tools.
Section 3 provides a description of the corpus
SFU Review SP-NEG and the negation sys-
tem used by the NegesAPI. In Section 4, the
methodology followed for the development of
the NegesAPI is shown. In Section 5 it is
described the API calls and how to use the
NegesAPI. Finally, the conclusion and future
improvements or functionalities are set out in
Section 6.

2 Background

To the best of our knowledge, there is only
a previous Spanish negation tool, called
NegEx-MES1 (Sanamaŕıa, Jesús, 2019),
which is based on the rule-based NegEx algo-
rithm (Chapman et al., 2001). It is a nega-
tion detection system, implemented in Java,
to detect negation in clinical texts written in
Spanish. NegEx-MES detects if a given term
is negated or not within a given sentence. If it
is negated, it returns the type of the modifier:
negPhrases, for adverbs, negative predicates

1https://github.com/PlanTL-GOB-ES/
NegEx-MES
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or prepositions; postNegPhrases, for words
that negate but also includes some doubt,
pseNegPhrases, as previous one but includ-
ing the doubt directly and conjunctions, for
adversative conjunctions. It should be noted
that it returns the type of the modifier but
not the negation cue.

In languages other than Spanish, we find
other tools such as NegEx2 (Chapman et al.,
2001). It is a rule-based system that is avail-
able in Python and Java. NegEx receives a
sentence in English and, optionally, a clini-
cal condition and returns two types of out-
puts. If a clinical condition is specified in
the input, returns whether the condition is
negated or possible. If no condition is speci-
fied, returns the scope of the negation cues
present in the sentence. There is another
tool, called DEEPEN3 (Mehrabi et al., 2015),
which is based on NegEx, but takes into ac-
count the dependency relationship between
negation words and concepts within a sen-
tence to reduce the number of incorrect nega-
tion assignments. DEEPEN is implemented
in Java. It receives a sentence with a clinical
condition and returns the negation status of
the given concept in the sentence. The nega-
tion status can be: Affirmed, if the concept
is not negated, Affirmed confirmed, if NegEx
found the concept negated but DEEPEN con-
siders it affirmed, and Negation confirmed, if
both NegEx and DEEPEN found the concept
negated.

There are also other English Python tools,
such as the library “negation-detection”4

(Gkotsis et al., 2016). It is a rule-based tool
that detects the negation associated with a
Mental Health term, such as suicide, in a
given sentence written in English. It returns
True for affirmed terms, False for negated
and None for terms not found. We also find
Negtool5 (Enger, Velldal, and Øvrelid, 2017),
a machine learning tool to detect negation
cues and scopes in raw or parsed texts in
English, also available for Python. Finally,
there is also a negation detection pipeline6

integrated in spaCy tool (Honnibal and Mon-
tani, 2017), which is based on NegEx al-

2https://code.google.com/archive/p/negex/
3http://svn.code.sf.net/p/ohnlp/code/

trunk/DEEPEN/
4https://github.com/gkotsis/

negation-detection
5https://github.com/marenger/negtool
6https://spacy.io/universe/project/

negspacy

gorithm. With negspacy we can determine
whether Named Entities are negated or not
in a given English text.

As we can see, despite the amount of ar-
ticles and research on this phenomenon, we
do not find many tools available in languages
other than English.

Most of the existing tools are designed for
the clinical domain and focus on detecting
whether a term is negated or not. Nege-
sAPI does not focus exclusively on a text do-
main, instead it can be applied to any de-
sired domain because it is trained with texts
from different areas. In addition, it is a
machine learning-based tool, in contrast to
the rule-based tools mentioned above, with
the exception of Negtool. Finally, it should
be noted that existing tools do not provide
the full scope of a negation cue (except Neg-
tool). However, NegesAPI automatically de-
tects the negation cues and scopes without
the need of specify a term on which to per-
form the analysis. Although Negtool is a ma-
chine learning tool and identify negation cues
and scopes, it is designed for English and
NegesAPI is specialized in Spanish, in which
negation can be found in more different ways
(Mart́ı et al., 2016) as it has been explained
in the Introduction section.

3 Corpus and Negation Detection

System

NegesAPI uses the SFU Review SP-NEG
corpus (Jiménez-Zafra et al., 2018) and the
negation detection model of Jiménez-Zafra et
al. (2020a), which will be described below.

3.1 Corpus SFU Review SP-NEG

This corpus is composed of 221,866 words
and 9455 sentences, out of which 3022 sen-
tences contain at least one negation struc-
ture. It consists of 400 reviews divided into
eight groups of 50 files each. Each group
has 25 negative and 25 positive reviews con-
taining a user’s opinion about a product.
The corpus has annotations on negation cues,
scopes, and events. It also shows how nega-
tion affects the words in its scope, such as
changes in polarity or value, which is useful
for sentiment analysis systems. Additionally,
the corpus was annotated with morphologi-
cal information, such as lemma and PoS tags
using Freeling 4.0 (Carreras et al., 2004).

The reviews are organized in 8 files clas-
sified in several domains: cars, hotels, wash-
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Figure 1: Corpus output example.

ing machines, books, mobile phones, music,
computers and movies. Each file contains all
reviews associated to a domain annotated in
CoNLL format (Farkas et al., 2010). Each re-
view can have one or more sentences, and one
sentence can have one or more tokens. Each
token corresponds to a row in the file and its
information is distributed in columns. Now
we will describe more in depth the rows and
columns of the corpus.

3.1.1 Corpus rows

Each row corresponds to a token, each one
of the words or symbols in which the sen-
tences of a comment are separated. Each
row has multiple columns with the token info,
this will allow us to analyze the dependencies
and relations that exist between the tokens of
each sentence. The sentences are separated
with a blank row, and each comment is also
separated with a blank row.

3.1.2 Corpus columns

Each row is composed by a minimum of 10
columns. Each column corresponds to the
data associated to the token in row. The rea-
son for not having a fixed number of columns
is the negation info, which will be described
later in this section. In Figure 1 we can see
an example of the corpus. The meaning of
each of the columns is described below:

1. Domain filename: File where the com-
ment is located. A comment has the
same Domain filename in all its tokens
and sentences. It allows us to determine
if a sentence belongs to one comment or
another.

2. Sentence Number within Domain file-
name: Order of the sentence within Do-
main filename. It starts at 1, increasing
by one number if the following sentence
belongs to the same comment. If not, it
restarts at 1.

3. Token number within sentence: Token
order within the sentence. It starts at 1,
and behaves as above, increasing by 1 in

the next row if the next token belongs to
the same sentence.

4. Token: original word or symbol.

5. Lemma: It is the simplest form in which
the word can be represented.

6. Part of Speech: Tag that represents the
grammatical category.

7. Part of Speech type: Grammatical cate-
gory type.

8. Dependency relation: Relation type that
this token has with the token id marked
in Dependency head.

9. Dependency head: Id of the token with
which the current token maintains a de-
pendency relationship.

10. (to last) Negation: Negation info, it can
be one of the following:

(a) Three asterisks (*** ) if negation is
not present in the sentence.

(b) Three tokens (cue scope event) sep-
arated by tabulators if negation is
present in the sentence, where “cue”
is the lemma of the negation cue
and “scope” is the lemma of the to-
ken that belongs to the scope of the
negation.

(c) More than three tokens -but al-
ways multiple of three- (cue1 scope1
event1 cue2 scope2 event2 ...), if
there is more than one negation key
in the sentence.

3.2 Negation detection system

The negation detection system models the
negation processing as a sequence labelling
task, making use of the CRF algorithm (Laf-
ferty, McCallum, and Pereira, 2001), as it has
shown its effectiveness in this task (Councill,
McDonald, and Velikovich, 2010; Loharja,
Padró, and Turmo Borras, 2018; Domınguez-
Mas, Ronzano, and Furlong, 2019). This is
because CRF makes predictions based on the
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elements in the sequence, not only in the cur-
rent one, and negation cues and scopes be-
haves the same way.

3.2.1 System description

The CRF algorithm is implemented using
CRFsuite (Okazaki, 2007) and scikit-learn
(Pedregosa et al., 2011), and has the default
training algorithm, the LBFGS, and Elastic
Net (L1 + L2) as regularization. Specifically,
the system trains two classifiers. The first
one takes as input a sentence and predicts the
negation cue BIO labels to decide whether
each token in the sentence is the beginning of
a cue (B), the inside (I), or no cue (O). The
second one takes as input a sentence along
with information about the predicted cues
and predicts the scope BIO labels identify-
ing which of the tokens in the sentence are at
the beginning (B), inside (I) or outside (O)
the scope of the cue. Each token is repre-
sented with a set of features for each task by
a selection process conducted by the authors
of the negation processing system (Jiménez-
Zafra et al., 2020a).

The feature set for the negation cue de-
tection classifier is composed of 31 features:
lemma and PoS tag of the token in focus as
well as those of the seven tokens before and
after it (features 1-30), and a string value
stating whether the token in focus is part of
any cue in the training set and whether it ap-
pears as the first token of a cue in the training
set (B), as any token of a cue except the first
(I), as both the first token of a cue and other
positions (B I), or if it does not belong to any
cue of the training set (O) (feature 31). The
motivation of this last feature is that many
cues appear as a single token (e.g., ni, ‘nei-
ther’) and are also part of multiword cues
(e.g., ni siquiera, ‘not even’).

The feature set for detecting the scope
of the negation cues consists of 24 features:
lemma and PoS tag of the current token and
the cue in focus (features 1-4), location of the
token with respect to the cue (feature 5) (be-
fore, inside or after), distance in number of
tokens between the cue and the current to-
ken (feature 6), chain of PoS tags and chain
of types between the cue and the token (fea-
tures 7-8), lemma and PoS tags of the token
to the left and right of the token in focus
(features 9-12), relative position of the cue
and the token in the sentence (features 13-
14), dependency relation and direction (head
or dependent) between the token and the cue

(features 15-16), PoS tags of the first and sec-
ond order syntactic heads of the token (fea-
tures 17-18), whether the token is ancestor
of the token and vice versa (features 19-20),
dependency shortest path from the token in
focus to the cue and vice versa (features 21-
22), dependency shortest path from the token
in focus to the cue including direction (up or
down) (feature 23), and length of the short
path between the token and the cue (feature
24).

3.2.2 System evaluation

The evaluation of the negation system is per-
formed in terms of precision (P), recall (R)
and F1-score (F) measures using the SFU
review SP-NEG corpus and 10-fold cross-
validation. In Table 1 we can see the result
values for negation cue detection and scope
identification.

4 NegesAPI development:

Methodology

The development of the NegesAPI has been
divided into different stages. We will briefly
describe all of them and next, each stage in
more depth:

1. Updating the corpus: It is necessary to
update the corpus SFU Review SP-NEG
for the negation system to work. The
negation system uses FreeLing 4.2, and
the corpus is generated with a previous
version, FreeLing 4.0.

2. Generating the models: The negation
system will make use of pre-trained mod-
els created with the updated corpus, so
the next step is to generate the differ-
ent lists and corpus formats the model
generation tool needs.

3. Definition of the API requirements: Be-
fore starting the API development, it’s
essential to determine the API require-
ments. This includes defining the
functionality, endpoints, parameters, re-
sponse codes, and any other details re-
quired for the API.

4. Choosing the technology stack: Based
on the requirements and previous works,
such as the negation system of Jiménez-
Zafra et al. (2020a), we need to choose
the appropriate technology stack for
building the API. This includes selecting
the programming language, frameworks,
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Cue Scope

P R F P R F

Books 87.67 81.24 84.33 84.69 63.23 72.40
Cars 93.01 82.10 87.22 90.65 59.88 72.12
Cell phone 95.51 84.83 89.85 94.12 63.87 76.10
Computers 94.43 83.93 88.43 91.59 64.26 75.53
Hotels 92.97 80.83 86.48 91.47 65.561 76.38
Movies 91.84 81.73 86.49 89.96 65.06 75.51
Music 91.98 79.89 85.51 89.34 58.45 70.67
Washing machines 95.19 82.20 88.22 94.31 68.84 79.59

All 92.70 82.09 87.07 90.77 63.64 74.79

Table 1: System results for cue and scope detection using 10-fold cross-validation.

libraries, and any other tools needed for
development.

5. API architecture design: Once the tech-
nology stack is decided, it’s time to de-
sign the API architecture. This involves
creating a high-level design of the API,
including its components, interfaces, and
data models.

6. Building the API negation system: Now
we need to load the models previously
generated and build the negation system
in the analyzer endpoint, taking in mind
to return the analyzed data in the cor-
rect format and analyzer type.

7. API security: API security is crucial to
protect the data being exchanged be-
tween the API and its consumers. It
is important to implement security mea-
sures such as authentication and encryp-
tion to ensure the API is secure.

8. API release: Now the API is ready to be
released to production so that everyone
can try it out.

4.1 Updating the corpus

In order to analyze a text with the nega-
tion detection system, the key points are:
the pre-trained models with the SFU Re-
view SP-NEG corpus, the machine learning
classifiers for negation and scope detection,
and a method to represent each token with
the features required by each classifier. The
pre-trained models and the feature extrac-
tion method have to use the same set of tags.
The SFU Review SP-NEG corpus, as pre-
viously stated, was automatically annotated
with FreeLing 4.0, but the tag set of Freeling
tool has been modified in the latest version,

FreeLing 4.2, so it is necessary to update the
SFU Review SP-NEG tags in order to cor-
rectly generate the pre-trained models and
use them to predict the negation info.

To update the corpus we have analyzed
it with Freeling 4.2, obtaining the new tags
but without losing the manual annotations
related to negation. For this, we have created
one file per domain with the tokenized texts,
leaving only one token in each line and we
have used the following Freeling command,
which works with tokenized files:

> analyze.bat --inplv splitted
--input freeling -d txala -f es.cfg
--output conll
--outlv dep < input\_file.txt

4.1.1 FreeLing Output

The output format provided by FreeLing 4.2
is different from the format of the annotated
corpus, but it has all the information we need
to update the corpus.

As we can see in Figure 2, despite of hav-
ing a different output format, we can obtain
the fields Lemma (3rd column), PoS (4th col-
umn) PoS type (6th column, attribute type),
Dependency head and Dependency relation
(10th and 11th respectively)

4.1.2 Generating the new corpus

To generate the new version of the corpus we
have to merge the information that is present
in the corpus with the new information re-
trieved from FreeLing 4.2. However, this join
is not as simple as it may seem since FreeL-
ing 4.2 improved the analyzer compared to
FreeLing 4.0. In Figure 3 we can see how the
same sentence has two ways of expressing to-
ken relationships, what leads to inconsisten-
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Figure 2: FreeLing output example.

cies. In this case, the corpus breaks down
this sentence in 26 tokens, while FreeLing 4.2
breaks it down in 25 tokens. The token that is
“missing” is located in line 22, where FreeL-
ing 4.2 joins 15 with d́ıas in a single row:
15 d́ıas, as a temporal marker: d:15 (Lemma
in 3rd column).

However, this is not the only type of incon-
sistency we found, we also discovered other
types of problems:

• Tokens that are joined: It is the result
of two tokens joining to represent a sin-
gle token. This problem appears with
temporal markers: “4 minutos”, “5 HO-
RAS”, “veinte d́ıas”; length measure-
ments: “mil kilómetros”, “10.000 km”;
or even currency markers: “4.000.000 de
pesetas”, “300 euros”. This change will
result in less rows in the updated corpus.

• Tokens that are split: It occurs when to-
kens are split, such as the contractions:
“del” (de + el), “al” (a + el). This
case separates a token in two, allowing
its analysis separately. This will result
in a new line in the updated corpus.

• Tokens with negation annotations:
When two tokens are joined or a token
is separated into two and they have
annotations on negation, the annotation
of those tokens must be checked. If
two tokens are joined, the columns
representing whether the token is cue or
scope will become the lemma resulting
from the join. On the other hand, if
one token is split into two, the negation
information should be reflected in the
two new tokens with their respective
lemmas.

4.2 Generating the models

NegesAPI has the option to analyze and
detect negation cues, or negation cues and
scopes, so we created a model for each ana-
lyzer type trained on the annotated data from
the updated version of the SFU Review SP-
NEG corpus.

For the generation of the pre-trained
model for negation cue detection:

1. The negation cue annotations of the cor-
pus in CoNLL format are converted to
BIO format.

2. Three lists containing the negation to-
kens present in the training corpus are
compiled, which are used to generate fea-
ture 31.

• B cue list, for tokens appearing as
the first token of a cue (B).

• I cue list, for tokens that are part
of a negation cue but not are the
first token (I). This is useful for con-
tinuous and discontinuous negation
cues.

• B I cue list, for tokens that can ap-
pears both at the beginning of or
inside a negation cue (B I). This is
useful for tokens that appears as a
single cue and as part of multiword
cues.

3. Finally, a pre-trained CRF model fitted
with the negation cue features of the
training corpus is generated.

For the development of the pre-trained
model for scope identification:

1. The scope annotations of the corpus in
CoNLL format are converted to BIO for-
mat also linking the information of the
negation cue to which each scope is re-
lated to.

2. Finally, a pre-trained CRF model fitted
with the scope features of the training
corpus is generated.

4.3 API requirements

NegesAPI needs to be light and fast, ready
to analyze any text. The user can choose the
type of analyzer, between detection of nega-
tion cues or detection of negation cues and
scopes. In addition, the user can choose the
output format, between CoNLL and BIO. In
order to monitor the usage of the API, the
users must be authenticated, so the web page
must have a registration, login and user man-
agement. In addition, both the API and the
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Figure 3: Sentence differences between corpus and FreeLing 4.2.

web application must be secure against any
the most common cyber-attacks, and gen-
erally robust against any unwanted connec-
tion or behaviour. At the moment, NegesAPI
does not need to have a large amount of end-
points, and they should not be too complex
to develop, so we will use the standard Ope-
nAPI 3.0.0 specification to make an scheme
of the API requests, parameters and response
codes, and to easily generate the proper API
documentation. To do this in the simplest
and efficient way, we will use a Swagger tool,
named Swagger Editor. Swagger is an open-
source set of tools that provides a standard-
ized way of documenting RESTful APIs. It
comes with tools that can generate API doc-
umentation, perform API testing and debug-
ging, and create client code in various pro-
gramming languages.

4.4 Choosing the technology stack

The most used programming language in
NLP and text processing is Python, as it is
powerful, simple and has a lot of libraries and
tools to make NLP tasks easier. There are
also two main frameworks written in Python
that we can use for building an API, Flask
and FastAPI. Both frameworks are perfectly
acceptable options, but only Flask is par-

ticularly suited to the requirements set out
above.

Flask depends on Jinja templates, one of
the widest used in Python. It also adds auto-
scaping, preventing XSS attacks and SQL in-
jections. Flask also provides the toolset of
Werkzeug, the WSGI (Web Server Gateway
Interface) to describe how the server commu-
nicates to the web application, what allows to
have ready our server with only a few steps.
Flask can be easily scalable and maintain-
able, adding more functionalities and end-
points in a comfortable and easy way.

Although Flask is more complex than
FastAPI, it allows us a wide window of possi-
bilities and libraries to build the desired ap-
plication. On the other hand, it is important
the scalability and maintenance of the tool,
as well as its reliability and security. It is also
important to take in mind that Swagger Ed-
itor can generate the backbone of our API in
Flask with a single click, once that we have
our documentation ready.

4.5 API architecture

We can explain the general architecture of
the API by following the modules that a re-
quest goes through. The main modules are:
NGINX, Gunicorn and the Flask application.

José Valle-Aguilera, Salud María Jiménez-Zafra, María Teresa Martín-Valdivia, L. Alfonso Ureña-López

104



First, when any request is sent, it is re-
ceived by NGINX, serving as reversed proxy
and application gateway. Then, NGINX
sends the request to an specified port of the
machine, where Gunicorn is listening. With
Gunicorn we can replicate our Flask applica-
tion as many times as our system can man-
age. The requests are forwarded to an spe-
cific instance of the Flask application, where
the request is resolved. The main Flask ap-
plication will have all the endpoints and user
management, it will be in charge of loading
the models and the negation system, as well
as connecting the database with the applica-
tion and displaying the different views that
will be available in the web.

For more technical information about
NegesAPI, more details are provided in the
work of Valle-Aguilera et al. (2023).

4.6 Building the API negation

system

The negation system must be able to analyze
the cues or the cues and scopes of a text.
In addition, each analyzer must return the
output in a specified format: CoNLL or BIO.
It is important to take into account the size of
the texts that can be sent. In order to analyze
and convert formats, we need to think a way
to store the files in a safe but not persistent
location.

To temporally store the texts to be an-
alyzed, we will use TemporaryFile interface
from tempfile module. This module creates
temporary files and directories and works on
all supported platforms. All the interfaces
that this module implements provide auto-
matic cleanup and can be used as context
managers.

Each time a new request is received, we
create a new temporary file and store the file
name. Then, every modification that is made
to the text is made in the same file. With this
approach, we ensure that the files of previous
requests are destroyed and does not stay in
the server memory.

4.7 API security

To ensure the API security, we need to im-
plement an authentication system, as well
as encrypt the sensible information of the
database. In each call to an endpoint where
you need authorization a JSON Web Token
(JWT) must be added in the request header.
The stateless nature of JWTs means that

NegesAPI do not need to track user sessions
or login credentials and can rely on JWTs to
validate a user’s identity and authorization
for each request.

NegesAPI implements JWTs as an API
Key, provided in the /profile page of each
user, with an expiration date of 24 hours and
the option to regenerate a new one. This can
easily be implemented with the jwt Python
module, and starting each authorized request
with the header “Authorization: Bearer user-
Jwt”, being userJwt the user’s token.

4.8 API Release

NegesAPI is running in a personalized server
owned by the University of Jaén, at CEATIC
facilities. To provide the better user experi-
ence and prevent saturation, we run the Flask
app in a WSGI server, such as Gunicorn, and
NGINX as app gateway and reverse proxy.

5 How to use the negation API

NegesAPI is public at http://s5-ceatic.
ujaen.es:8081/ and can be accessed by any-
one, only registration is required. Now, we
will describe all the requests the API has:

• /analyzer: Receives a text, the analyzer
type and the output format. This re-
quest returns the text analyzed with the
negation annotated, in the output for-
mat specified. You must be authenti-
cated via API Key.

• /get token: Receives the user email and
password and returns the Key without
generating another.

• /renew token: Receives the user email
and password and returns a new Key.

• /delete user: Deletes the user that
makes the request. You must be authen-
ticated via API Key.

The Key is a token that authenticates the
user and allow the previous calls. The Key
has an expiration date of 24 hours, starting
when the token is created.

As an example of an API call, we will
use the Python programming language, as it
widely used in NLP.

The first step is to obtain the API Key,
so we need to register in the NegesAPI
web page (http://www.s5-ceatic.ujaen.
es/register). Now that we have our email
and password, we can obtain the Key in our
profile (http://www.s5-ceatic.ujaen.es/
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profile) or we can make a request to the
API.

The following code in Python creates a file
called token.txt in which we are going to store
the API response. Please note that the vari-
able data must be modified to make this code
work as intended.

from urllib.parse import urlencode
import pycurl
from io import BytesIO

file = open(‘token.txt’, ‘wb’)
crl = pycurl.Curl()
crl.setopt(crl.URL,

‘http://s5-ceatic.ujaen.es:8081/
user/get_token’)

data = {‘email’: ‘test@negesapi.es’,
‘password’:‘my.very.secret.password’}

pf = urlencode(data)

crl.setopt(crl.POSTFIELDS, pf)
crl.setopt(crl.WRITEDATA, file)
crl.perform()
crl.close()
file.close()

The next step is to prepare our text to be
analyzed. It must be in plain text, and it
is recommended to end each sentence with
a punctuation mark. For example, we will
create a file called data.txt and its content
is: “No me gusta la comida.”. Now, we are
ready to analyze our text. We only need to
make the following call:

import pycurl

output_file = open(‘output.txt’, ‘wb’)
token = open(‘token.txt’, ‘r’).read()
crl = pycurl.Curl()
type_analyzer = "negation_cues"
output = "conll"
crl.setopt(crl.URL,

‘http://s5-ceatic.ujaen.es:8081/
analyzer?type_analyzer=’+
type_analyzer+‘&output=’+output)

crl.setopt(crl.HTTPHEADER,
[‘accept: text/plain’,
‘Authorization: Bearer ’+token])

crl.setopt(crl.HTTPPOST, [
(‘body’, (

crl.FORM_FILE, ‘data.txt’,
crl.FORM_FILENAME, ‘data.txt’,
crl.FORM_CONTENTTYPE, ‘text/plain’,

)),

])
crl.setopt(crl.WRITEDATA, output_file)
crl.perform()
crl.close()
output_file.close()

The output is generated in a file called out-
put.txt, which contains the text analyzed in
the specified output.

6 Conclusions and future work

NegesAPI is a powerful API that can help in
different NLP tasks and can be easily used
to provide a fast and accurate prediction of
the negation cues and scopes in any Spanish
text. We plan to use NegesAPI in future work
and test its applicability in different domains
and different types of texts (reviews, posts,
tweets, etc.). We also plan to improve it with
more output formats, for example, in text
format by prefixing the negation cue to all
the words in the scope. Moreover, we could
also study the most suitable output for Deep
Learning algorithms.
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Jiménez-Zafra has been partially supported
by a grant from Fondo Social Europeo
and the Administration of the Junta de
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