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#### Abstract

Using physics-informed neural networks (PINNs) to solve a specific boundary value problem is becoming more popular as an alternative to traditional methods. However, depending on the specific problem, they could be computationally expensive and potentially less accurate. The functionality of PINNs for real-world physical problems can significantly improve if they become more flexible and adaptable. To address this, our work explores the idea of training a PINN for general boundary conditions and source terms expressed through a limited number of coefficients, introduced as additional inputs in the network. Although this process increases the dimensionality and is computationally costly, using the trained network to evaluate new general solutions is much faster. Our results indicate that PINN solutions are relatively accurate, reliable, and well behaved. We applied this idea to the astrophysical scenario of the magnetic field evolution in the interior of a neutron star connected to a force-free magnetosphere. Solving this problem through a global simulation in the entire domain is expensive due to the elliptic solver's needs for the exterior solution. The computational cost with a PINN was more than an order of magnitude lower than the similar case solved with a finite difference scheme, arguably at the cost of accuracy. These results pave the way for the future extension to three-dimensional of this (or a similar) problem, where generalized boundary conditions are very costly to implement.
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## 1 INTRODUCTION

Deep learning (DL) is a subset of techniques comprehended in machine learning that is fundamentally based on multilayered neural networks (NNs). In recent years, DL has been widely used to perform a large variety of tasks. Examples include (among many others) computer vision (to perform image classification; Traore, Kamsu-Foguem \& Tangara 2018), face recognition (Lawrence et al. 1997) or medical diagnosis (Kugunavar \& Prabhakar 2021), speech recognition (Chan et al. 2015), and robotics to emulate human-like walking and running or mobile navigation in pedestrian environments (Hayat \& Mall 2013).

Physics-informed neural network (PINN; Raissi, Perdikaris \& Karniadakis 2019) is a DL approach used to numerically approximate the solution of non-linear partial differential equations (PDEs). The original idea was born more than 20 yr ago (Lagaris, Likas \& Fotiadis 1997), but the lack of the necessary computational resources made it complicated to put it into practice. In recent years, we account with graph-based automatic differentiation, as well as different frameworks that support computations in CPUs and GPUs, such as Tensorflow or Pytorch, and a dramatic increase in computational power. These factors, combined with a blooming interest in machine-

[^0]learning applications in science, have given birth to this promising new field. PINNs have been used, among many other applications, in fluid dynamics (Cai et al. 2021), nuclear reactor dynamics (Schiassi et al. 2022), radiative transfer (Mishra \& Molinaro 2021; Chen et al. 2022), and black-hole spectroscopy (Luna et al. 2022). PINNs incorporate the underlying physical laws that govern a system (the PDEs) and then optimize the NN so that the residual of the PDE is minimal. Unlike more traditional DL approaches in other fields, PINNs do not require large amounts of data - or any data at all - for the training of the NN .

Compared to classical finite-differences/finite-elements methods, PINNs still fall short in terms of efficiency and precision. However, they present some advantages as flexible, multipurpose PDE solvers. For example, the PINN formulation allows us to solve problems in arbitrary, unstructured meshes without using high-resolution, memory-consuming grids. In addition, once a PINN is trained for a general problem, the calculation of a new solution is swift and consists only of the few operations needed during the forward pass through the network. This is a potential advantage in speed compared to classical methods.

In this work, we assess the applicability of a PINN solver in elliptic problems. In particular, we focus on the problem of modelling forcefree (FF) magnetospheres of neutron stars (NS) in the non-rotating, axisymmetric limit. There is a wealth of work in the literature formulating this problem in terms of the GS equation (Glampedakis,

Lander \& Andersson 2014; Pili, Bucciantini \& Del Zanna 2015; Akgün et al. 2016; Akgün et al. 2017; Akgün et al. 2017; Kojima 2017; Akgün et al. 2018), which gives us the opportunity to make detailed comparisons and draw robust conclusions on the performance and generalizability of the PINN solver. In particular, we have compared our results with our previous work (Akgün et al. 2016), where a finite-difference scheme based on an iterative method solving a block-tridiagonal system was used.

The paper is organized as follows: in Section 2, we give a brief mathematical overview of the physics of NS magnetospheres. In Section 3, we describe in detail how the PINN solver is built. We present the solutions acquired by the PINN solver with error estimates in Section 4. In Section 5, we demonstrate PINN's capabilities through an astrophysical application. Section 6 is dedicated to discuss our main results and how to improve and generalize our approach to face more difficult problems in the near future.

## 2 MODELLING AXISYMMETRIC FF MAGNETOSPHERES

In the FF regime, and considering that the contribution of gravity, inertia, plasma pressure, and rotation in the dynamics of an NS magnetosphere is negligible compared to the magnetic force, the force-balance equation reduces to the simple form
$(\boldsymbol{\nabla} \times \boldsymbol{B}) \times \boldsymbol{B}=0$,
where $\boldsymbol{B}$ denotes the magnetic field. This regime is better suited for magnetar magnetospheres (Thompson \& Duncan 1995, 1996), because magnetars are slow rotators and the absence of any rotationally induced electric fields is a very good approximation.

In axisymmetry, we can express the magnetic field in terms of a poloidal and a toroidal stream function $\mathcal{P}$ and $\mathcal{T}$. We will follow the notation and formalism as in Akgün et al. (2016). We refer the interested reader to that work for a more detailed description. In spherical coordinates $(r, \theta, \phi)$ and in terms of the stream functions, the magnetic field reads
$\boldsymbol{B}=\nabla \mathcal{P} \times \nabla \phi+\mathcal{T} \nabla \phi$,
where $\nabla \phi=\frac{e_{\phi}}{r \sin \theta}$ with $\boldsymbol{e}_{\phi}$ being the azimuthal unit vector. Substituting equations (2) into (1), the $\phi$-component of the equation gives
$\boldsymbol{\nabla} \mathcal{P} \times \boldsymbol{\nabla} \mathcal{T}=0$,
which simply states that $\mathcal{T}=\mathcal{T}(\mathcal{P})$ must be a function of $\mathcal{P}$ (or vice versa). The remaining components give us the so-called GS equation
$\Delta_{\mathrm{GS}} \mathcal{P}+G(\mathcal{P})=0$.
Here, $G(\mathcal{P})=\mathcal{T}(\mathcal{P}) \frac{d \mathcal{T}}{d \mathcal{P}}$ is the source term accounting for the presence of currents in the magnetosphere and $\Delta_{\mathrm{GS}}$ is the GS operator
$\Delta_{\mathrm{GS}} \equiv r^{2} \sin ^{2} \theta \nabla \cdot\left(\frac{1}{r^{2} \sin ^{2} \theta} \nabla\right)$.
For convenience, we will use compactified spherical coordinates (see Stefanou, Pons \& Cerdá-Durán 2023) $(q, \mu, \phi)$, where $q=\frac{1}{r}$ and $\mu=\cos \theta$ instead of the usual $(r, \theta, \phi)$. In this set of coordinates, the GS operator reads
$\Delta_{\mathrm{GS}} \equiv q^{2} \partial_{q}\left(q^{2} \partial_{q}\right)+\left(1-\mu^{2}\right) q^{2} \partial_{\mu \mu}$.
To solve equation (4), we must also provide BCs and the functional form of the source term, that is, $\mathcal{T}(\mathcal{P})$. The particular functional form is arbitrary and different choices are possible. In Akgün et al. (2016), they used
$\mathcal{T}(\mathcal{P})=s\left(\mathcal{P}-\mathcal{P}_{c}\right)^{\sigma} \Theta\left(\mathcal{P}-\mathcal{P}_{c}\right)$,
where $\Theta$ is the Heaviside function, and $s, \mathcal{P}_{c}$, and $\sigma$ are parameters that control the relative strength of the toroidal and poloidal components, the region where the toroidal field is non-zero and the non-linearity of the model. However, this has the limitation that it assumes $\mathcal{P}>0$. A possible generalization overcoming this constraint is
$\mathcal{T}(\mathcal{P})=s\left(|\mathcal{P}|-\mathcal{P}_{c}\right)^{\sigma} \Theta\left(|\mathcal{P}|-\mathcal{P}_{c}\right)$,
which allows for currents even for negative values of $\mathcal{P}$. We have explored different options but, for simplicity and the purpose of this paper, we will use a quadratic function for the astrophysical application in Section 5.2, defined as follows:
$\mathcal{T}(\mathcal{P})=s_{1} \mathcal{P}+s_{2} \mathcal{P}^{2}$.
We impose BCs for $\mathcal{P}$ at the surface of the star $(q=1)$, at radial infinity $(q=0)$ and at the axis $(\mu= \pm 1)$. Regularity and symmetry of the problem lead to
$\mathcal{P}(q, \mu= \pm 1)=\mathcal{P}(q=0, \mu)=0$.
In particular, one advantage of compactifying the radial coordinate (going from $r$ to $q$ ) is to make it easier to impose BCs at radial infinity: rather than imposing a specific decay rate at large $r$, we can impose Dirichlet BCs at just one point $(q=0)$. This reduces unwanted numerical noise from the external boundary.

At the surface, we must provide the function $\mathcal{P}(\mu)$. Our implementation of BCs in an NN must be as general as possible but keep the number of parameters reasonably low. A reasonable and practical choice is to use some decomposition of the arbitrary function in terms of orthonormal polynomials. Considering the symmetry of our problem and that we are working with functions describing magnetic fields, the natural choice is to express $\mathcal{P}(q=1)$ in terms of coefficients of a Legendre polynomial expansion. We use the following decomposition:
$\mathcal{P}(q=1, \mu)=\left(1-\mu^{2}\right) \sum_{l=1}^{l_{\max }} \frac{b_{l}}{l} P_{l}^{\prime}(\mu)$,
where $l$ is the order of the multipole ( $l=1$ corresponds to a dipole), $P_{l}$ are the Legendre polynomials (not to be confused with $\mathcal{P}$, the poloidal flux function), and the prime denotes differentiation with respect to $\mu$. Thus, the BC at the surface is completely determined by prescribing the $b_{l}$ coefficients ${ }^{1}$.

## 3 METHODOLOGY

### 3.1 Neural networks

NNs are universal approximators of mathematical functions (Hornik, Stinchcombe \& White 1989). They are the result of compositions of simple but non-linear transformations at different layers. The way that these layers are interconnected indicates the NN architecture. Each layer contains a number of neurons that transform the inputs received from the previous layer and then pass the result to the next layer. This transformation is done in two basic steps. A linear combination of the inputs received and an evaluation through a non-linear activation function. Mathematically, this process can be expressed for each layer as follows:
$\boldsymbol{a}^{j}=g\left(\mathbf{W}^{j} \boldsymbol{a}^{j-1}+\boldsymbol{b}^{j}\right)$,

[^1]

Figure 1. A schematic representation of a deep fully connected NN.
where $\boldsymbol{a}^{j}$ is a vector containing the values of the neurons in layer $j$, $\mathbf{W}^{j}$ and $\boldsymbol{b}^{j}$ denote the weight matrix and the bias vector of the layer, and $g$ is the non-linear activation function. The most commonly used type of architecture is the fully connected neural network (FCNN). Each neuron is connected to all the neurons of the previous layer and connects to all the neurons of the next layer. The first layer of an FCNN is called the input layer, where user-provided information (the inputs) enter the network. The last layer is called the output layer. This is the final result (the output) of the network. Fig. 1 shows a schematic representation of an FCNN. The set $\Omega$ of the weights and biases of all the layers constitute the trainable parameters of an NN. They can be adjusted so that the relation between the input and the output approximates a desired function $u$. The process of adjusting the trainable parameters is called training and involves the following steps:
(i) The network is initialized with a random set of weights and biases.
(ii) A number of inputs $\boldsymbol{x}$ is fed to the network. The network propagates the inputs through its layers, transforms them according to equation (11) and produces some outputs $\tilde{u}$ (the prediction of the network), which depend on the inputs and on the trainable parameters, so that $\tilde{u}=\tilde{u}(\boldsymbol{x} ; \Omega)$. This is called a forward pass.
(iii) The difference between prediction and desired function is calculated. This is done through a loss function, which is an average global measure of the deviation of $\tilde{u}(\boldsymbol{x} ; \Omega)$ from $u(\boldsymbol{x})$.
(iv) The value of the loss function depends on all the trainable parameters. Therefore, one can adjust these parameters so that the loss is minimized and $\tilde{u}(\boldsymbol{x} ; \Omega)$ approximates $u(\boldsymbol{x})$. This is done by applying small corrections to each weight and bias, dictated by their contribution to the value of the loss. This process is called backpropagation.
(v) The backpropagation is performed using gradient descent based techniques, i.e. by calculating the gradients of the loss function with respect to the trainable parameters and then updating the trainable parameters by applying corrections to them that are proportional to those gradients.
(vi) All these gradient calculations would be very costly if they were to be calculated numerically. However, in modern machinelearning frameworks, all operations during a forward pass are recorded in graphs. This allows gradients to be calculated very
efficiently and to machine accuracy by inverting the recorded operations, a technique called Automatic Differentiation (AD) (see Baydin et al. (2017) for a detailed description of AD in machine learning).
(vii) These steps are repeated iteratively in order to minimize the value of the loss. When convergence is achieved, the network's prediction should be a good approximation to the desired function.

The above procedure can be implemented using Tensorflow (Abadi et al. 2016), a freely available software framework for machine learning. It provides us with the tools and resources needed to develop and implement various machine-learning algorithms and models. Particularly, AD is implemented by the application programming interface (API) GradientTape, ${ }^{2}$ which automatically records all the operations made during the forward pass and generates the corresponding graph used for calculating the gradients. On the other hand, different gradient descent optimization algorithms are implemented in the API Keras. ${ }^{3}$ In this work, we used the ADAM algorithm (Kingma \& Ba 2014) for all the calculations.

A slightly different version of equation (11), where any hidden layer is only interconnected with its closest neighbours, are the socalled residual blocks. A residual block is formed if, before the evaluation of the activation function at a certain layer $j$, we add the output of the $K_{\text {th }}$ previous layer (a skip connection). Mathematically, the output $\boldsymbol{a}^{j}$ of a residual block corresponding to the layer $j$ could be written as follows
$\boldsymbol{a}^{j}=g\left(\mathbf{W}^{j} \boldsymbol{a}^{j-1}+\boldsymbol{b}^{j}+\boldsymbol{a}^{j-K}\right)$.
Stacking many of these blocks together forms a Residual Neural Network (ResNet), introduced first by He et al. (2015). ResNets were introduced in DL to address the problem in which, by increasing the depth of the NN, the gradients used to update the trainable parameters tend to diminish during backpropagation, making it difficult for the network to learn effectively (see He et al. (2016) for a detailed explanation). As ResNets are not explored in the literature of PINNs and are straightforward to implement by extending an FCNN, we have additionally considered this architecture.

### 3.2 Physics-informed neural networks

The standard way of training an NN accounts with data that consist of values of the true solution in a given discrete set of points in the input domain. However, this approach demands a large number of training examples to build a reliable relation between the inputs and the outputs. In particular, for astrophysical systems, this method would rely on data obtained through a large set of observations. The key novelty in PINNs is the incorporation of information about the physical laws into the training process. This is accomplished by minimizing the residual of the PDEs that govern the system, instead of the difference between prediction and real data/exact solution. Using data in the loss function is optional and sometimes may facilitate the optimization, but in practise is not necessary.

Consider that the function $u$ that we aim to obtain with the PINN satisfies the following boundary value problem
$\mathcal{L} u(\boldsymbol{x})-G(\boldsymbol{x}, u(\boldsymbol{x}))=0$,
$\left.u\right|_{\mathcal{D} \mathcal{D}}=\left.f_{b}(\boldsymbol{x})\right|_{x \in \mathcal{D} \mathcal{D}}$,

[^2]where $\mathcal{L}$ is a general non-linear differential operator, $G$ is a source term, and $\boldsymbol{x}$ is a vector of coordinates in some domain $\mathcal{D}$. The PDE is subject to some $\mathrm{BCs} f_{b}$ at the boundary $\partial \mathcal{D}$ of the domain. If $\tilde{u}$ is an approximation to an exact solution given by a PINN, then equation (13) will have a residual, that is, the right-hand side will not be exactly zero. The smaller this residual is, the closer $\tilde{u}$ be to an exact solution. Thus, the loss function is precisely a suitable norm of this residual, defined as
$\mathcal{J}=\|\mathcal{L} \tilde{u}(\boldsymbol{x} ; \Omega)-G(\boldsymbol{x}, \tilde{u}(\boldsymbol{x} ; \Omega))\|$,
where the derivatives of the function $\tilde{u}$ with respect to the coordinates $\boldsymbol{x}$ are also computed with AD (with the Tensorflow GradientTape API).

The function $\tilde{u}$ should also satisfy the BCs (14). There are different approaches to implement them. The most commonly used is to add a term in the loss function consisting of a norm of the residual of equation (14), so that the residuals of both equations (13) and (14) are minimized simultaneously, as follows:
$\mathcal{J}=c_{1}\|\mathcal{L} \tilde{u}(\boldsymbol{x} ; \Omega)-G(\boldsymbol{x}, \tilde{u}(\boldsymbol{x} ; \Omega))\|+\left.c_{2}\left\|\tilde{u}(\boldsymbol{x} ; \Omega)-f_{b}(\boldsymbol{x})\right\|\right|_{\boldsymbol{x} \in \mathcal{D} \mathcal{D}}$,
where $c_{1}$ and $c_{2}$ are coefficients that control the relative weight of the two terms. Then, the solution of the boundary value problem is directly the output $\mathcal{N}$ of the PINN
$\tilde{u}(\boldsymbol{x} ; \Omega)=\mathcal{N}(\boldsymbol{x} ; \Omega)$.
We believe that this is not the optimal way to impose BCs. The individual terms in equation (16) can differ significantly, which means that minimizing $\mathcal{J}$ does not guarantee that both the PDE and the BCs are satisfied with the same accuracy. In order to surpass this problem, the coefficients $c_{1}, c_{2}$ can be adjusted so that the relative contribution of the two terms is of the same order. This can be done, for example, by arbitrarily choosing these coefficients and adjusting them through a trial-and-error process or by calculating the neural tangent kernel of the network (Wang, Yu \& Perdikaris 2022). We find that, overall, the need for fine tuning additional hyperparameters in this method is an inconvenience.

Instead, we opt for an approach inspired by Lagaris et al. (1997) (see also a similar one, based on distance functions in Sukumar \& Srivastava 2022). In that approach, the loss function is given only by equation (15), but the approximate solution of the boundary value problem is written as
$\tilde{u}(\boldsymbol{x} ; \Omega)=f_{b}(\boldsymbol{x})+h_{b}(\boldsymbol{x}) \mathcal{N}(\boldsymbol{x} ; \Omega)$,
where $f_{b}$ is a smooth and (at least) twice differentiable function that satisfies the BCs (see equation 14), $h_{b}$ is a smooth and twice differentiable function that defines the boundary ( $h_{b}=0$ at $\partial \mathcal{D}$ and $h_{b} \neq 0$ in $\mathcal{D}$ ), and $\mathcal{N}$ is the output of the network. This redefinition ensures that $\tilde{u}$ matches exactly the BCs at $\partial \mathcal{D}$ regardless of the value of $\mathcal{N}$. In the rest of the domain, $\tilde{u}$ should satisfy the PDE. The PINN takes care of this by adapting $\mathcal{N}$ during training. We stress again that in this approach $\mathcal{N}$ by itself does not satisfy the PDE (in contrast to equation 17), but the combination of $f_{b}, h_{b}$, and $\mathcal{N}$ does. The choice of $f_{b}$ and $h_{b}$ is not unique: variations of this functions can lead to slight changes in the convergence rate or the final value of the loss function (see the examples in Section 4.2.1 for a more quantitative description).

In this work, we attempt to generalize the PINN approach to build a PDE solver valid for different and varied BCs (and possibly, source terms). We want our network to learn how to approximate any particular solution for a given operator $\mathcal{L}$. This means that the
information about the BCs should be part of the input of the network (along with the coordinates) and not hardcoded in the loss function or in the parametrization (18). During training, the network needs to process a large number of points $\boldsymbol{x}$ and a large number of $f_{b}$ functions so that it can generalize and provide solutions of (13) for any point in the domain and any BC. Of course, $f_{b}$ could, in principle, be an arbitrary continuous function. For this reason, it should be intelligently encoded into the network's input to keep the number of parameters small and manageable.

In the following section, we present tests for our PINN solver for the GS equation as described in Section 2. We omit hereinafter to state explicitly the dependence of all the functions on the training variables $\Omega$.

## 4 TEST AND MODELS

### 4.1 Current-free GS equation

As a first test, we consider the GS equation (equation 4) without current, that is $G(\mathcal{P})=0$. We set up the various elements of the PINN solver as follows. The function $h_{b}$ describing the boundary is given by
$h_{b}(q, \mu)=q(1-q)\left(1-\mu^{2}\right)$.
The function $f_{b}$ that satisfies the BCs, where $h_{b}=0$, is given by
$f_{b}(q, \mu)=q^{n}\left(1-\mu^{2}\right) \sum_{l=1}^{l_{\text {max }}} \frac{b_{l}}{l} P_{l}^{\prime}(\mu)$.
Notice that equation (20) differs from equation (10) by a factor $q^{n}$ with $n>0$. We include this factor to enforce BCs both at the surface ( $q=1$ ) and infinity $(q=0)$. If $n=1$, this parametrization is the same as that used in Lagaris et al. (1997) considering essential BCs in a rectangle. However, we prefer to leave $n$ as a free parameter that is used to give more or less weight to the solution close to the star or away from the surface. We performed a detailed study of the influence of the hyperparameters of the model, including $n$, in the following section. We must remark that other parametrizations are possible and in principle can be tuned to improve the results of each specific problem.

The input layer of the NN consists of the coordinates of the point where the solution will be evaluated $(q, \mu)$ and the coefficients $b_{l}$ determining the BC at $q=1$. For the physical applications in this paper, we expect the dipole $(l=1)$ component of the magnetic field to be dominant. Therefore, we normalize all other multipole coefficients by dividing them by $b_{1}$ and we reduce the range of the possible values of $b_{l>1}$ between -1 and 1 . With this choice, we can omit the $b_{1}$ coefficient because it is reabsorbed in the normalization factor of the magnetic field strength.

Hereafter, we limit ourselves to $l_{\max }=7$, which suffices for our purposes and is a good compromise between generality of solutions and ease of training. Increasing the number of multipoles adds complexity and it would require larger networks to achieve the desired accuracy. Thus, one training point is defined as
$\left(q, \mu, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}, b_{7}\right)$,
In each forward pass providing $\mathcal{N}\left(q, \mu,\left\{b_{l}\right\}\right)$, the solution of the differential equation at each training point $i$ is given by
$\mathcal{P}_{i}=\left(1-\mu^{2}\right)\left[\sum_{l=1}^{l_{\text {max }}} \frac{b_{l}}{l} q^{n} P_{l}^{\prime}(\mu)+q(1-q) \mathcal{N}\left(q, \mu,\left\{b_{l}\right\}\right)\right]$.

Notice that the output of the network $\mathcal{N}$ depends both on the coordinates and on the BCs. This is the crux of our approach, as we want the network to be able to generalize for any BC (expressed in terms of the $b_{l}$ coefficients).

The weights and biases of the network are optimized by minimizing the loss function averaged over a large sample of training points $i_{\text {max }}$
$\mathcal{J}=\frac{1}{i_{\max }} \sum_{i=1}^{i_{\max }}\left[\triangle_{\mathrm{GS}} \mathcal{P}_{i}\right]^{2}$.
We consider training sets of size $i_{\max }=10^{4}$. At first sight, this number might look large. However, we must stress that it is required by the high dimensionality of our problem. Our parameter space consists of two coordinates plus six coefficients to describe the BC (fixing $b_{1}=1$ ). Covering this eight-dimensional parameter space with only three points in each dimension would need $3^{8}=6561$ points, which makes evident the crucial difference between training to solve a PDE with fixed BCs or training with arbitrary BCs (formally, an infinite number of additional parameters). The training set is changed periodically every few thousand epochs in order to feed the network with as many points as possible.

Fig. 2(a) shows the evolution of the loss function (22) with the number of training epochs. For this particular model, we have chosen an FCNN architecture with 4 hidden layers and 80 neurons at each layer with $n=5$ in $f_{b}$ (see the next section for details on the choice of these hyperparameters). The activation function $g$ (see equation 11) chosen for all the hidden layers is the tanh function. The periodic spikes correspond to renewals of the training set. They can be understood as a measure of the ability of a model to generalize to new, unseen points. Fig. 2(b) shows an example of the final result once the PINN has been trained. The black solid lines show the exact analytical solution which is uniquely determined by the $b_{l}$ coefficients
$\mathcal{P}_{\mathrm{ex}}(q, \mu)=\left(1-\mu^{2}\right) \sum_{l=1}^{l_{\text {max }}} \frac{b_{l}}{l} q^{l} P_{l}^{\prime}(\mu)$,
while the yellow dashed lines show the solution acquired by the PINN ( $\mathcal{P}$ ). They are indistinguishable at the figure scale. The colourmap indicates the relative difference between $\mathcal{P}$ and $\mathcal{P}_{\text {ex }}$, at most $\sim 0.5$ percent for this particular model.

The magnetic field components can be computed from $\mathcal{P}$ via AD. From equation (2), we have
$B_{r}=-q^{2} \frac{\partial \mathcal{P}}{\partial \mu}$,
$B_{\theta}=\frac{q^{3}}{\sqrt{1-\mu^{2}}} \frac{\partial \mathcal{P}}{\partial q}$.
In finite difference schemes, one usually losses accuracy when taking numerical derivatives. To explore the performance of the PINN in this respect, we have computed different relative error norms of different orders $(p)$ for $\mathcal{P}, B_{r}, B_{\theta}$ and for the magnetic field modulus $B=\sqrt{B_{r}^{2}+B_{\theta}^{2}}$. Results are summarized in Table 1. These $p$-norms for a given order $p$ are calculated for every variable as in Eivazi et al. (2022)
$E_{u}=\frac{\|\tilde{u}(\boldsymbol{x})-u(\boldsymbol{x})\|_{p}}{\|u(\boldsymbol{x})\|_{p}} \times 100$,
Interestingly, the errors are of the same order of magnitude for the function $\mathcal{P}$ and its derivatives. This can be attributed to the fact that we


Figure 2. (a) Evolution of the loss function with the training epochs. The periodic spikes correspond to renewals of the training set. (b) Colourmap of the relative error (percentage) between $\mathcal{P}$ and $\mathcal{P}_{\text {ex }}$. Yellow dashed lines correspond to contours of $\mathcal{P}$ while black solid lines correspond to $\mathcal{P}_{\text {ex }}$. The multipole coefficients in $f_{b}$ for this particular example are $b_{1}=1, b_{l \geq 2}=(-$ $1)^{l+1} 0.6$.

Table 1. Relative error norms (percentage) between PINN and the exact solution. The numbers shown are averages of the respective norms of 100 new sets, consisting of $10^{4}$ random points each. For each set, we compute the norms using equation (26).

|  | $E_{\mathcal{P}}$ | $E_{B_{r}}$ | $E_{B_{\theta}}$ | $E_{B}$ |
| :--- | :---: | :---: | :---: | :---: |
| $L_{1}$ norm | 0.017 | 0.017 | 0.025 | 0.015 |
| $L_{2}$ norm | 0.019 | 0.023 | 0.045 | 0.023 |

train the PINN with a second-order PDE (the loss function involves second-order derivatives) and this includes additional information on the derivatives. Furthermore, using automatic differentiation is also an advantage over finite difference schemes, where accuracy depends on the resolution.


Figure 3. Evolution of the loss function with the training epochs for different values of the exponent $n$ in $f_{b}$. The rest of the hyperparameters are as in Section 4.1.

Table 2. Relative error $L_{2}$ norms for different values of $n$. The results indicate a higher accuracy of the overall solution as $n$ increases.

| $p=2$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| n | $E_{\mathcal{P}}$ | $E_{B_{r}}$ | $E_{B_{\theta}}$ | $E_{B}$ |
| 1 | 0.057 | 0.100 | 0.131 | 0.084 |
| 3 | 0.030 | 0.071 | 0.117 | 0.064 |
| 5 | 0.019 | 0.023 | 0.045 | 0.023 |

### 4.2 Influence of the PINN hyperparameters

We have performed a detailed study to measure the influence of various hyperparameters of our model. In particular, we have considered the following:
(i) Changes of the parametrization of the boundary ( $q^{n}$ power).
(ii) Number of neurons at each layer.
(iii) Number of hidden layers.
(iv) Resnet versus FC architectures.

We changed one hyperparameter at a time while keeping the rest fixed to the reference values of the previous section. The results of this study are presented separately in the following subsections.

### 4.2.1 Changes of the parametrization of the BCs

We begin by considering different values of the exponent in the $q^{n}$ term in the boundary function (20). Fig. 3 shows the evolution of the loss with the training epochs for three different values of the exponent $n$, namely 1 (corresponding to the Lagaris parametrization), 3 and 5. As $n$ increases, the impact of the surface $B C$ becomes less important. In general, increasing $n$ improves the convergence of the model and leads to more accurate solutions. Table 2 shows the relative error $L_{2}$ norms for the four quantities that we use to evaluate our results ( $\mathcal{P}, B_{r}, B_{\theta}, B$ ). All of them decrease with increasing $n$.

### 4.2.2 Number of neurons per hidden layer

Next, we explore the effect of the number of neurons per hidden layer $N$. Fig. 4 shows the evolution of the loss with the training epochs for $N=20,40,80$. The number of neurons has a considerable impact on the convergence of each model. This is expected, because models with smaller $N$ do not have enough free parameters to account for the complexity and variability of the solutions. Our results show that the loss reaches values that are smaller by a factor of 33 when doubling


Figure 4. Evolution of the loss function with the training epochs for different values of the number of neurons per hidden layer $N$. The rest of the hyperparameters are as in Section 4.1.

Table 3. Relative error $L_{2}$ norms for different values of $N$. The results indicate a higher accuracy of the solution as $N$ increases.

|  | $p=2$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $N$ | $E_{\mathcal{P}}$ | $E_{B_{r}}$ | $E_{B_{\theta}}$ | $E_{B}$ |
| 20 | 0.316 | 0.188 | 0.285 | 0.171 |
| 40 | 0.039 | 0.033 | 0.052 | 0.031 |
| 80 | 0.019 | 0.023 | 0.045 | 0.023 |



Figure 5. Evolution of the loss function with the training epochs for different values of the number of hidden layers $L$. The rest of the hyperparameters are as in Section 4.1.
$N$ from 20 to 40 and by a factor of 5 when doubling from 40 to 80 . This is reflected, as well, in Table 3, where all quantities show a significant improvement in accuracy as $N$ increases.

### 4.2.3 Number of hidden layers

Following the same line of arguments, one could expect that increasing the number of hidden layers $L$ would also lead to improved convergence and higher accuracy. However, our results show that adding more layers has a marginal impact on convergence and accuracy, or it can even lead to worse results for large networks. In other words, deeper networks are more prone to overfitting. Evidence of overfitting can be seen in Fig. 5 for $L=5$. The spikes that correspond to renewals of the set of training points are much higher than expected, even at the later stages of training. This is, indeed, reflected in Table 4, where the model with $L=5$ performs worse in terms of accuracy than the model with $L=4$ because

Table 4. Relative error $L_{2}$ norms for different values of $L$. The results indicate that adding more layers does not improve the accuracy significantly and can lead to overfitting.

|  | $p=2$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $L$ | $E_{\mathcal{P}}$ | $E_{B_{r}}$ | $E_{B_{\theta}}$ | $E_{B}$ |
| 3 | 0.030 | 0.029 | 0.050 | 0.028 |
| 4 | 0.019 | 0.023 | 0.045 | 0.023 |
| 5 | 0.014 | 0.025 | 0.064 | 0.027 |



Figure 6. Evolution of the loss function with the training epochs for different NN architectures. The rest of the hyperparameters are as in Section 4.1.

Table 5. Relative error $L_{2}$ norms for different NN architectures. The results indicate that there is no appreciable difference for the two architectures considered.

| $p=2$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Model | $E_{\mathcal{P}}$ | $E_{B_{r}}$ | $E_{B_{\theta}}$ | $E_{B}$ |
| FCL4N80 | 0.019 | 0.023 | 0.045 | 0.023 |
| ResL4N80 | 0.018 | 0.019 | 0.034 | 0.018 |

it is overfitted to the training set and fails to generalize to unseen points. Considering, in addition, that training deeper networks is computationally expensive, we conclude that increasing too much the number of layers is not beneficial in terms of accuracy or convergence.

### 4.2.4 Resnet versus fully connected

Lastly, we consider two different types of NN architectures, FC architecture and ResNet architecture. Results are summarized in Fig. 6 and Table 5. No appreciable differences can be detected between the two models in convergence or overall accuracy.

### 4.3 FF GS equation

Once we have assessed the performance of our approach in the vacuum case by comparing our results with the analytical solutions, we now turn to the general case $(G(\mathcal{P}) \neq 0)$.

The configuration of the PINN solver for this case is similar to the one described in the current-free case. $f_{b}, h_{b}, n, l_{\max }, i_{\max }, N$, $L$, architecture, number of epochs and optimizer are the same as in Section 4.1. There are two main differences: (a) the loss function and (b) the input. The loss function now includes the non-zero source term $G(\mathcal{P})$ which accounts for the presence of currents and is given


Figure 7. Field lines for the current-free (red) and FF (black) cases. The multipole coefficients at the surface are $b_{l>1}=0.5$ for both. For the FF case, the coefficients in expression (9) for $\mathcal{T}(\mathcal{P})$ are $s_{1}=0.2, s=0.4$.
by
$\mathcal{J}=\frac{1}{i_{\max }} \sum_{i=1}^{i_{\text {max }}}\left[\triangle_{\mathrm{GS}} \mathcal{P}_{i}-G\left(\mathcal{P}_{i}\right)\right]^{2}$.
The input must include information about the functional form of $G(\mathcal{P})$ or equivalently $\mathcal{T}(\mathcal{P})$. In Section 2 we modelled $\mathcal{T}$ to be a quadratic function of $\mathcal{P}$ using two parameters, $s_{1}$ and $s_{2}$ (see equation (9)). Therefore, the input of the PINN must be extended to include these parameters. The PINN is trained to provide solutions for any value of $s_{1}$ and $s_{2}$ in the same sense that it is trained to provide solutions for any value of the multipole coefficients defining the BC. The input for the general FF case is
$\left(q, \mu, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}, b_{7}, s_{1}, s_{2}\right)$.
Fig. 7 shows, for reference, a comparison between a current-free and an FF magnetic field, where we observe notorious difference in the structure of the field lines.

We note that there can be regions in the input parameter space where mathematical solutions do not exist (see Akgün et al. 2018; Mahlmann et al. 2019 for a detailed discussion). This is reflected in the evolution of the loss function, which fluctuates around values of order unity, meaning that there are no solutions that can minimize the residual of the PDE. Nevertheless, the PINN will return approximate solutions. It is up to the user to carefully evaluate the validity and accuracy of the results. A sufficiently low final value of the loss function is a first filter in this regard.

The lack of analytical solutions in the general case makes it difficult to estimate errors, which is a fundamental part of any scientific analysis. Despite the abundant literature on PINNs as PDE solvers in recent years, a systematic and consistent way for measuring errors and deciding on the quality of the provided approximate solutions is still lacking. Here, we adopt the following approach:


Figure 8. The $L_{2}$-norm of the discretized GS equation for the current-free (red) and FF (black) cases as a function of the resolution $N_{0}$.
(i) After our NN is trained, we create a regular grid $\left(q_{i}, \mu_{j}\right)$, where $i, j=0, \ldots, N_{0}$, and evaluate the PINN solution $\mathcal{P}$ at all the points with a forward pass.
(ii) Then, we discretize equation (4) using a second-order finite difference scheme, which gives us a different evaluation of the residual $\epsilon_{\text {FD }}$ using the same function values evaluated in the previous step.
(iii) If $\mathcal{P}$ was the 'exact' solution of the PDE, the second-order residual $\epsilon_{\mathrm{FD}}$ would decrease with increasing resolution as $\sim N_{0}^{-2}$, where $N_{0}$ is the number of grid points (assuming both dimensions have the same resolution). In reality, $\mathcal{P}$ is only an approximate solution with an intrinsic error $\epsilon_{\mathrm{NN}}$ inherited from the quality and accuracy of the PINN. Therefore, $\epsilon_{\mathrm{FD}}$ will follow this power law only up to the point where the PINN approximation error $\epsilon_{\mathrm{NN}}$ starts to dominate the discretization error $\epsilon_{\mathrm{FD}}$.

Fig. 8 illustrates this behaviour. We plot the $L_{2}$-norm of the discretized GS equation for both the current-free $(G(\mathcal{P})=0)$ and FF cases $(G(\mathcal{P}) \neq 0)$ as a function of the number of grid points $N_{0}$. In both cases the $L_{2}$-norm drops as $\sim N_{0}^{-2}$ until it reaches a plateau which signalizes that $\epsilon_{\mathrm{NN}}>\epsilon_{\mathrm{FD}}$. We expect that, at worst, $\epsilon_{\mathrm{NN}}$ will be of the order of the square root of the loss function, because in equations (22) and (27) $\mathcal{J}$ is precisely $L_{2}^{2}$. In other words, when calculating $\epsilon_{\mathrm{NN}}$ for a particular example, with fixed multipole coefficients and source terms, we expect the error to be of the order $\sqrt{\mathcal{J}}$, within a factor of a few. We note that we obtain errors of the same order of magnitude for both cases, with a factor of $\sim 5$ less for the vacuum. We expect a slightly higher error when we introduce the current term $G(\mathcal{P})$, because we increase the dimensionality of the problem, and we also introduce non-linear terms into the differential equation.

## 5 APPLICATION TO THE MAGNETOTHERMAL EVOLUTION OF NEUTRON STARS

Our astrophysical scenario of interest is the long-term evolution of magnetic fields in NSs. The evolution of the system is governed by two coupled equations: the heat diffusion equation and the induction
equation (see the review by Pons \& Viganò 2019 for more details). They must be complemented with a detailed specification of the local microphysics (neutrino emissivity, heat capacity, thermal and electrical conductivity) and the structure of the star, usually assumed as fixed throughout the NS's life. Our NS background model is a $1.4 \mathrm{M}_{\odot} \mathrm{NS}$ built with the $\mathrm{Sly} 4^{4}$ equation of state (Douchin \& Haensel 2001). We use the two-dimensional (2D) magnetothermal code (latest version in Viganò et al. 2021) developed by our group suitably modified to implement the external BCs using the PINN (trained as described in the previous section) to assess its performance and potential. In particular, this implementation allows us to quickly switch and compare between vacuum BCs and the barely explored FF BCs. To our knowledge, only the work by Akgün et al. (2018) has presented results from simulations that included the effect of a magnetosphere threaded by currents. They had to implement a costly elliptic solver as a BC which slowed down the code considerably. The PINN implementation should, in principle, be much easier to change, efficient, and generalizable.

### 5.1 Current-free magnetospheric BCs

We begin by considering a crustal-confined magnetic field topology and vacuum BCs (no electrical currents circulating in the envelope and across the surface). We enforce BCs via multipole expansion of the radial magnetic field at the surface as described in Pons, Miralles \& Geppert (2009) and Pons \& Viganò (2019).

The coefficients of the multipole expansion can be computed from the radial component of the magnetic field at the surface of the star as follows:
$b_{l}=\frac{2 l+1}{2(l+1)} \int_{0}^{\pi} B_{r}(R, \theta) P_{l}(\cos \theta) \sin \theta \mathrm{d} \theta$.
During the evolution, we calculate at each time-step the $b_{l}$ coefficients using equation (28). In the classical approach, we reconstruct the values of $B_{r}$ and $B_{\theta}$ in the external ghost cells, explicitly
$B_{r}=\sum_{l=1}^{l_{\text {max }}} b_{l}(l+1) P_{l}(\cos \theta)\left(\frac{R}{r}\right)^{l+2}$,
$B_{\theta}=-\sin \theta \sum_{l=1}^{l_{\max }} b_{l} P_{l}^{\prime}(\cos \theta)\left(\frac{R}{r}\right)^{l+2}$,
where $R$ is the radius of the NS. For conciseness, we refer to this procedure by the nomenclature OLD.

In the new PINNs approach, we use the $b_{l}$ coefficients obtained from the Legendre decomposition as inputs to the PINN. The latter returns values of the poloidal flux function $\mathcal{P}$, or any required component of the magnetic field by taking derivatives (equations 24 and 25). Obviously, in this case (vacuum BCs), the PINN approach does not represent any advantage because we already know how to build the analytical solution. However, we want to ensure that the results of the simulations do not show any undesirable effects before moving on to a more complex case.

To compare the different employed techniques described above, we run axisymmetric crustal-confined magnetic field simulations using the 2D magnetothermal code (Viganò et al. 2021) with a grid of 99 angular points (from pole to pole) and 200 radial points. The initial field has a poloidal component of $10^{14} \mathrm{G}$ (value at the pole and consists of a sum of a dipole $\left(b_{1}=1\right)$, a quadrupole $\left(b_{2}=0.6\right)$ and an octupole $\left(b_{3}=0.3\right)$. The initial toroidal quadrupolar component
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Figure 9. A snapshot of the magnetic field evolution and the electric current at 10 kyr , obtained using OLD (left-hand panel) and PINN (right-hand panel). In the left hemisphere, we show the meridional projection of the magnetic field lines (white lines) and the toroidal field (colours). In the right hemishere, we display the square of the modulus of the electric current, i.e. $|J|^{2}$ (note the $\log$ scale). The crust has been enlarged by a factor of 8 for visualization purposes.


Figure 10. Same as Fig. 9. A snapshot of the magnetic field evolution and the electric current at 80 kyr. Left-hand panel: FF BCs. Right-hand panel: vacuum BCs.
has also a maximum initial value of $10^{14} \mathrm{G}$. The maximum number of multipoles is fixed to $l_{\text {max }}=7$ for PINN and to $l_{\max }=50$ for OLD. The objective behind the use of different $l_{\max }$ is to assess the impact of truncating the multipole number when using the PINN.

The results of the comparison at $t=10 \mathrm{kyr}$ are displayed in Fig. 9 . On the left (right), we show the magnetic field profiles obtained with OLD (PINN) BCs. The overall evolution of the magnetic field and the electric current is very similar. Slight differences appear due to the multipolar truncation in the PINN case. We must note that, if the same maximum number of multipoles is set for both systems, we obtain almost identical results.

### 5.2 FF magnetospheric BCs

To couple the internal field evolution with an FF magnetosphere PINN solver, we must extend the vacuum case (Section 5.1) with additional steps. In our magnetothermal evolution code, we impose the external BCs by providing the values of the magnetic field components in two radial ghost cells for every angular cell. In the vacuum case, once the multipolar decomposition of the radial field over the surface is known, the solution in the ghost cells can be built analytically. However, in the general case, one must solve an elliptic equation in a different grid that must be extended far from the surface to properly capture to asymptotic behaviour at long
distances. This process is very costly because it must be repeated tens of thousands of time-steps as the interior field evolves. In this situation, having trained the PINN, allows us to use it as a fast tool to provide required values of the solution in the ghost cells. We proceed as follows: First, at each evolution time-step, we must know the toroidal function $\mathcal{T}(\mathcal{P})$. For simplicity, in this application we use a quadratic function. At each time step we fit the values obtained from the internal evolution one cell below the surface. The fit provides the coefficients of the quadratic interpolation $s_{1}$ and $s_{2}$ defined in equation (9). Next, as described in Section 4.3, $s_{1}$ and $s_{2}$ are provided as additional input parameters to the forward pass. The PINN returns the poloidal flux function $\mathcal{P}$ and the components of the magnetic field needed at the ghost cells of the magnetothermal evolution code. With this information, the internal evolution can proceed to the next time-step.

We assume an initial FF magnetic field with a poloidal component of $3 \times 10^{14} \mathrm{G}$ at the polar surface and a maximum toroidal field of $3 \times 10^{14} \mathrm{G}$. To understand the impact of the different BCs, we consider in one case FF BCs (the left-hand panel of Fig. 10) and in the other case vacuum BCs (the right-hand panel of Fig. 10). The results of the comparison are illustrated by two snapshots at $t=80 \mathrm{kyr}$ of the evolution with the same initial model. We note that the initial FF magnetic field allows current sheets to thread the star's surface. A distinct magnetic field evolution is clearly observed if we apply one type of BCs or the other. The FF BCs (left) result in a stronger
toroidal dipole close to the surface and slightly displaced towards the north. The stronger toroidal component compresses the poloidal field lines closer to the poles. In contrast, for vacuum BCs, the poloidal field lines retain certain symmetry with respect to the equator, and the dominant toroidal component is now quadrupolar and concentrated at the crust/core interface, as shown in the right-hand panel of Fig. 10. The distribution of the electric current in the stellar crust is also different. Enforced by the vacuum BCs, current tends to vanish around the poles and close to the surface. This is similar to what was observed in Fig. 9 although the initial field topology is different. Instead, with FF BCs, currents near the surface are not forced to vanish. In the left-hand panel, the slightly more yellowish region in the Northern hemisphere and mid-latitudes indicates that significant current flows into the magnetosphere. This difference in current configurations would have important implications in the observed temperature distribution, as discussed in Akgün et al. (2018). We will address, in future works, a more detailed exploration of the effect of BCs since our purpose here is to illustrate with a few examples the potential of our approach.

## 6 CONCLUSIONS

Using PINNs to obtain a solution of a particular boundary value problem is, up to date, far more computationally expensive and arguably less accurate than using classical methods. The drawbacks are related to the training process, which involves the minimization of a high-dimensional loss function. Once a PINN is trained for a given boundary value problem, its utility is limited because it would be necessary to re-train to generate new solutions with different BCs.

The functionality of PINNs to real physical problems would become significantly better if their flexibility and adaptability can be increased. In this work, we explore this idea by training our PINN for general BCs and source terms, expressed through appropriate coefficients (a limited number of them) that enter as additional inputs in the network. Of course, this makes the training process computationally more expensive, but the evaluation of new generic solutions is very fast. In our study, the coverage of the parameter space is not exhaustive because we have used very limited computational resources (a personal computer), and our purpose is to show that this proof-of-concept works and can already be applied to some physical problems, even by non-experts in computer science. If necessary, it is straightforward to adapt our implementation for the specific needs of other applications (e.g. adding more multipoles in the boundary if we need to capture smaller scales, or extending the parametrization of the BCs ). We are aware that it is possible to drastically improve the efficiency of our computations by employing GPU clusters or enriching our algorithms with advanced machinelearning techniques and that will be required, for example, in the extension to three-dimesion (3D) of this work.

We have also explored various configurations for our network through a basic hyperparameter space study. We conclude that the most impactful element is the number of neurons per layer. On the contrary, making the network deeper by adding more layers is not beneficial, beyond a reasonable minimum. Furthermore, the way that the solution is parametrized to always satisfy the BCs is important, indicating that the human orientation in some choices (as opposed to a zero-like approach) is still critical for physics problems. We also found that ResNet architectures do not offer any advantage for the kind of applications that we are dealing with. We emphasize that, from a theoretical point of view, for any continuous function there is always an NN that is able to approximate it to arbitrary precision (see the Universal Approximation Theorem;

Cybenko 1989; Leshno et al. 1993; Pinkus 1999). However, the theorem does not specify the properties said network (e.g. its size, architecture, or the activation functions) nor if it is feasible to build and train it with current computational capabilities, but merely state that this NN exists. For this reason, in general, there is not guarantee that this function can be represented by another NN, and therefore during the training process the loss function will stagnate to a finite value. Moreover, the presence of non-linear activation functions in conjunction with the compositional structure of NNs renders the associated optimization problem non-convex. Therefore, the gradient descent based algorithm used during the training process may get stuck in a saddle point or in a local minimum, instead of moving towards the global one. All these issues affect unavoidably the convergence of the NNs. In classical numerical approaches, the dependence of the convergence on the implementation properties (order of the scheme, resolution, etc.) is known and well studied. On the other hand, in the DL field there is sparse mathematical evidence to instruct us how to build and train a network to achieve a more accurate result, although it is currently subject to active research (e.g. De Ryck, Lanthaler \& Mishra 2021; De Ryck \& Mishra 2022; De Ryck, Jagtap \& Mishra 2022; Mishra \& Molinaro 2022).

Nevertheless, we cannot ignore that NNs have proven to be very good function approximators in very distinct areas, even though perfect convergence is currently unlikely to be achieved for the practical reasons mentioned above. For this particular work, our results show that the PINN solutions are relatively accurate, reliable, and well behaved. For the current-free GS equation, where comparisons with an analytical solution can be made, we found relative differences of typically less than 1 per cent. For the force-free GS equation, we propose a method for estimating the error through the use of a finite difference discretization scheme. Our analysis shows that solutions are accurate up to a point that we associate to the intrinsic approximation error of the PINN. This approach is straightforward to implement and self-consistent and could be set as the standard procedure for estimating errors of PINN-based PDE solvers in general. Even if PINNs fall short in terms of precision compared to classical PDE solvers, they can still be used in conjunction with them in various cases. For example, many iterative solvers rely on good initial guesses to converge. A PINN can provide such an initial guess to be subsequently refined by a classical method.

The most interesting case where PINNs overcome the capabilities of classical methods are physical systems with two or more domains that are governed by vastly different physical conditions and timescales. An example of such a case is the magnetothermal evolution in the interior of an NS that is connected to an FF magnetosphere. Solving this problem through a global simulation in the entire domain is very costly due to the needs of the elliptic solver for the exterior solution. On the contrary, PINNs provide a very effective way of imposing BCs at the interface of the two domains. Once a PINN is trained, accurate enough magnetospheric solutions in a few points (ghost cells of the interior evolution code) can be swiftly computed at each time-step without adding an excessive amount of computational cost. We have shown that for the well-tested case of vacuum BC, the PINN is accurate enough to satisfactorily reproduce the reference results obtained by the exact spectral decomposition approach. Nevertheless, it is about two times slower. As proof of concept, to demonstrate the potentiality of our approach, we also presented results for the less explored FF magnetospheric BCs. In this case, the computational cost was more than an order of magnitude smaller than the similar problem solved with classical methods. Indeed, we obtain solutions that allow currents that thread the NS's surface and flow into the magnetosphere, giving rise to a new family of internal field
configurations. We reserve a more detailed analysis of the physical properties of these solutions in 2D, and the more physically relevant extension to 3D, for future works.
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