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Using remote sensing for exposure and seismic vulnerability evaluation: is it 
reliable?
Yolanda Torres a, Sandra Martínez-Cuevasa, Sergio Molina-Palaciosb, José Juan Arranza and Álvaro Arredondoa

aDepartment Surveying and Cartography Engineering, Universidad Politécnica de Madrid - Technical University of Madrid, Madrid, Spain; 
bFacultad de Ciencias, Universidad de Alicante, Alicante, Spain

ABSTRACT
Conducting field surveys for exposure and seismic vulnerability evaluation is the most costly, 
resource-intensive task when assessing earthquake risk. During the past decade, risk analysts have 
been trying to alleviate this using remote sensing for building characterization. However, the use of 
vulnerability databases created with remote sensing had not been sufficiently validated thus far. In 
this paper, we have created an exposure and seismic vulnerability database in Port Prince (Haiti) 
using freely accessible aerial ortho-imagery and LiDAR points. We have validated this database 
against two reference datasets from different, independent studies. Then, we have computed an 
earthquake damage scenario to test whether remotely sensed data are actually valid for seismic 
risk evaluation. We have seen how our vulnerability database yields an accurate damage distribu
tion with a low Mean Absolute Percentage Error of 3.78% when compared to the damage obtained 
with the reference vulnerability dataset. Further, we have conducted a thorough comparison of the 
cost that entails creating a vulnerability database using remote sensing with a traditional field 
survey. Twelve international experts have collaborated in the cost estimation of a typical in-field 
building inspection. As a result, we have found that using remote sensing techniques allows for 
saving up to 75% of the cost and 85% of the time. These outcomes seem to prove both, the 
technical and economic feasibility of remote sensing for seismic vulnerability assessment. Thus, we 
have proposed a 5-step approach for evaluating building vulnerability that combines both, the 
analysis of remotely sensed data and a reduced, targeted field survey to optimize time and cost. 
The final goal is to help cities reach the Sustainable Development Goal nr. 11.B to increase their 
resilience against disasters.
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Introduction

More than half the fatalities caused by natural disas
ters over the last 20 years were earthquake-related. 
The report published by CRED, UNISDR (2016) on the 
natural disasters that struck between 1996 and 2015 
underlines the fact that the overwhelming majority of 
these victims lived in developing countries. In the 
Sendai Framework, the UN set out to promote the 

implementation of disaster risk reduction (DRR) mea
sures, primarily for two reasons: (1) the frequency and 
deadliness of natural disasters have increased over 
the years; and (2) estimates indicate that urban areas 
are becoming increasingly vulnerable. As a matter of 
fact, the Sustainable Development Goal (SDG) nr. 11.B 
seeks to increase the resilience of cities and commu
nities to disasters (SDG-United Nations).
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Of the seven global objectives established in the 
Sendai Framework, three are worth highlighting as 
especially relevant to the present study: (1) expand
ing the number of countries implementing DRR 
strategies by 2020; (2) implementing sustainable 
actions to enhance international cooperation on 
this matter in developing countries; and (3) making 
multi-hazard systems and disaster-risk data more 
widely available and accessible to the general 
population.

It seems clear that we need to learn about these 
natural hazards to protect ourselves from them. In the 
case of earthquakes, assessing the seismic risk in an 
area entails evaluating the hazard and characterizing 
the building stock. This paper focuses on the latter, 
known as exposure and vulnerability assessment. The 
process was structured in three key steps. The first 
step was identifying the most typical building typol
ogies in the city’s building stock. The next step con
sisted of gathering as much relevant seismic 
vulnerability information as possible about every 
building in the study city. All this information was 
stored as attributes and used to generate the expo
sure database. Based on these attributes, the build
ings were classified according to the typologies 
identified in the previous step. Finally, each category 
mentioned above was assigned a vulnerability model 
that indicates how each typology will behave in the 
event of an earthquake.

In its Global Assessment Report (GAR 2009), the UN 
states that, in addition to nature’s inherent unpredict
ability, data constraints make it challenging to under
stand risk. Because data is not always available, up-to- 
date, or duly disaggregated, analysts are forced to 
generate data from scratch in most cases. 
Traditionally, data collection is carried out through in- 
field campaigns in which a group of engineers and 
architects specializing in seismic vulnerability go 
around the city collecting data about buildings and 
other structures of interest. This task is arduous, 
resource-intensive, and time-consuming (e.g. Zhou 
et al. 2022). Consequently, creating and maintaining 
exposure databases has become a challenge for cities 
with a medium-high seismic risk.

The main objective of the present paper is to take 
steps toward exploiting available data to optimize the 
processes of understanding and characterizing seis
mic vulnerability in urban environments using remote 
sensing and machine learning. Moreover, we will 

evaluate the technical and economic feasibility of 
using this data in a seismic damage assessment.

Over the past two decades, numerous studies have 
been successfully conducted that focused on incor
porating the use of remote sensing to evaluate, not 
only disaster damage (e.g. Moya et al. 2021; Stepinac 
and Gasparovic 2020; Corbane et al. 2011), but also 
exposure and seismic vulnerability (e.g. Fan et al.  
2021; Wieland et al. 2012, 2012). Nevertheless, certain 
issues have yet to be addressed: robust validation, 
data-fusion strategy, economic analysis or cost/bene
fit evaluation, and applicability in a complete damage 
assessment. The present paper aims to address these 
aspects through a comprehensive study in which we 
have: created an exposure and vulnerability database 
using remotely sensed data and machine learning 
techniques for Port Prince (Haiti); conducted 
a thorough analysis of uncertainties; contrasted this 
database with ground truth to conduct a damage 
assessment, and compared the cost of generating 
this database with the actual cost of an in-field survey 
used to create a comparable product. Finally, we 
propose a procedure for creating an exposure and 
vulnerability database by combining the two data- 
capture methods.

The present article is structured as follows: 
Section 2 presents a literature review of studies 
devoted to seismic vulnerability evaluation using 
remote sensing. Sections 3 describes the study area, 
the data, and the methodological framework. 
Section 4 presents the calculation of the exposure 
and vulnerability database, as well as the feasibility 
analysis. The conclusions are presented in Section 5.

Background: exposure and vulnerability 
evaluation using remote sensing

The study presented herein is the last part of a series 
of previous related studies that we have been carrying 
out since the 2010 earthquake in Haiti. In Molina et al. 
(2014) and Torres et al. (2016), we conducted an in- 
field survey in Port Prince to study the city’s building 
stock. By integrating this data with a newly compiled 
cadastral database provided by the Haitian Ministry of 
Public Works, we conducted an initial seismic risk 
study. The new techniques for assessing seismic vul
nerability based on remote sensing and machine 
learning were first introduced in Wieland et al. 
(2016). Yolanda et al. (2019) presented a complete, 
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parallel application conducted in the Spanish city of 
Lorca. The present paper offers a final comprehensive 
step in which earthquake damage is accurately eval
uated using a vulnerability database created with 
data gathered using only remote sensing and 
machine learning.

Table 1 presents a structured summary of the most 
relevant studies carried out over the past 15 years to 
detect buildings and evaluate earthquake exposure 
and/or vulnerability using in-field surveys, remote 
sensing, and ancillary data. The table builds upon 
the tables presented in Guiwu et al. (2015) and 
Wenhua et al. (2017).

When remote sensing is used to characterize the 
vulnerability of the urban environment, the first step 
is always to detect building footprints and generate 
a vector layer with them. These are then used to 
extract the remaining attributes. The footprints can 
be obtained from various sources. The first and most 
accurate are official maps, as in Borfecchia et al. 
(2010). Other existing maps, such as OpenStreetMap 
(Geiss et al. 2017) or Google Earth (Wenhua et al.  
2017), can also be useful. If no footprints are available, 
these must be generated manually (Guiwu et al. 2015) 
or semi-automatically using image analysis and other 
spatial data (Wieland et al. 2012).

According to our experience, obtaining an accurate 
building footprint from the start is crucial to guaran
teeing the accuracy of the rest of the study. Studies in 
which the footprint is extracted using semi- 
automated methods rarely provide a high degree of 
accuracy in their final results (see Table 1). This is why 
some authors make a case for using manual digitiza
tion to create building footprints (Wenhua et al. 2017). 
Although this method is rudimentary, it has proven to 
be fast and accurate. Nevertheless, it is not scalable to 
large regions. The present paper compares the final 
results obtained with manually digitized footprints 
and semi-automated extraction using high- 
resolution aerial imagery and LiDAR point clouds.

Each footprint must then be associated with attri
butes relevant to building vulnerability. Many existing 
studies (e.g. Costanzo et al. 2016; Pittore and Wieland  
2013; Riedel et al. 2015) include the following attri
butes: building ground area, planimetric coordinates 
of the building’s centroid, year of construction, height 
and/or number of floors, type of roof (flat or pitched), 
and roofing materials. Other authors also include 
parameters associated with shape, such as shape or 

compactness ratios, or indicators of plan and vertical 
irregularity (Sarabandi et al. 2008; Ehrlich et al. 2013). 
Finally, other studies have included information on 
building materials, use, and occupancy (Wenhua 
et al. 2017; Sarabandi et al. 2008).

The ground area, the location of the centroid, and 
indicators of shape and regularity are geometric para
meters derived from the building’s footprint and may 
be calculated directly in the Geographic Information 
System (GIS). If the footprint is accurate, these attri
butes will also be accurate. The remaining attributes 
can be derived using remote sensing.

Given the lack of access to 3D data in some areas of 
the world, building height is one of the most difficult 
attributes to obtain. One of the most widely used 
methods to calculate building height is based on the 
shadows that appear in images (Ehrlich et al. 2013; 
Guiwu et al. 2015; Sarabandi et al. 2008). This method 
is still used today, despite its limitations: it cannot be 
used in areas with high construction density, obstruc
tions, or sloping terrain. Pittore and Wieland (2013) 
collected their data using a Mobile Mapping System 
(MMS), an innovative method at the time. They calcu
lated building heights using 360° panoramic images. 
Another option is using stereoscopic images. 
However, these are not commonly used in this field 
as their use requires highly specialized knowledge of 
Photogrammetry and access to restitution equip
ment. One alternative to analyzing images captured 
by passive sensors is using three-dimensional data 
taken by active sensors such as SAR or LiDAR (e.g. 
Sohn and Dowman 2007; Geiss et al. 2016). SAR data is 
becoming increasingly accessible and offers high 
resolutions, with Ground Sampling Distances (GSDs) 
of up to 1 meter, which is adequate for this type of 
studies (Polli and Dell’acqua 2011). LiDAR point 
clouds are even more accurate, providing densities 
of several points per square meter. LiDAR data is 
also becoming increasingly more available thanks to 
national programs (Yolanda et al. 2019; Borfecchia 
et al. 2010), global initiatives such as 
OpenTopography; and field campaigns dedicated 
specifically to collecting data using UAVs. In the pre
sent study, LiDAR point clouds have been used to 
estimate building heights.

Regarding the methods used to integrate and ana
lyze this wide variety of data (satellite/aerial/street 
imagery, Radar, and LiDAR), there are certain com
monalities in the literature. In addition to the basic 
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Table 1. Comparative overview of studies aimed at evaluating seismic vulnerability using remote sensing data. The studies are divided 
according to the type of data they use: optical imagery, 3D data and other information.

Author Data Comments to the main topics addressed Accuracy or reliability

Optical imagery

Wieland et al. 
(2012)

Time-series of Landsat TM and MSS; 
QuickBird; manual digitization.

Age of construction from Landsat time series 
analysis. LULC classification from OBIA of 
Landsat image. QuickBird image analysis 
for footprint delineation: segmentation +  
post-processing for over-segmentation 
solution + SVM for classification. Testing 
built-up mask with 5964 manually 
digitized buildings; testing MBT with 
15,098 manually digitized buildings.

Accuracy of OBIA of Landsat is 81%. 
Footprints from QuickBird (built-up mask): 

Accuracy = 90%.

Dell’acqua, 
Gamba, and 
Jaiswal 
(2013)

QuickBird image. Design of BREC-4-GEM software for 
extracting the number of buildings.

Buildings are detected with accuracy around 
90%.

Ehrlich et al. 
(2013)

QuickBird image; DB of damage assessment 
after the Haiti 2010 EQ; Ground truth 
footprint DB provided by the municipality.

Alpha-tree of multi-level segmentations. 
Building segments were selected using 
parameters related to shape, area, width, 
length, spectral rage and presence of 
shadow. 

Height from shadow.

Sana’s: 78.86% of accuracy in built-up mask 
generation. Height not validated. 

Port Prince: nr. bldgs. estimated with R2 =  
0.64.

Shunping, Wei, 
and Meng 
(2019)

Aerial imagery with 0.075 m resolution and 
satellite imagery with 2.7 m resolution. 
Buildings manually delineated from 
various satellite images with resolution 
between 0.3–2.5 m.

Comparison of various Convolutional Neural 
Network-based methods for building 
detection and proposal of a new one: 
Siamese U-Net with shared weights in two 
branches. Used aerial dataset (130000 
buildings for training; from which 14,500 
are left for validation; 42000 for testing) 
and satellite dataset (21556 buildings for 
training, manually delineated; 7529 for 
testing).

Training with aerial data: IoU = 88.4; Recall =  
93.9; Prec = 93.8. 

Validation in satellite data: IoU = (59.5–61.1); 
Recall = (78.0–79.6); Prec = (71.6–72.5).

Fan et al. 
(2021)

Images: MODIS (GSD 250–1000 m); Landsat 
OLI-8 (GSD 30 m); VIIRS Night Time Light 
(450 m).

Use of Support Vector Regression and 
random forest to estimate seismic 
vulnerability at pixel level. 15 features 
used in 391 pixel-level samples.

RMSE of vulnerability at pixel level~0.11 in 
training phase. 

Not tested with unseen data.

Optical imagery and 3D data

Panagiota 
et al. (2012)

VHR panchromatic image; DSM; building DB 
from in-field survey; footprints available.

Roof type (flat/gable) from panchromatic 
band and DEM with already existing 
footprints. Building height using DSM and 
footprints already available. Dataset with 
1875 buildings.

Correlation between estimated vulnerability 
and ground truth data is 75%.

Polli and 
Dell’acqua 
(2011)

QuickBird panchromatic band; SAR. W-filter for footprint extraction from image. 
Analysis of two SAR images of the same 
building for height extraction.

Not mentioned

Mueck et al. 
(2013)

QuickBird image; DEM from Radar; building 
DB from in-field survey; manual 
digitization.

QuickBird for OBIA and building extraction; 
DEM for height. 

Building vulnerability to earthquake and 
tsunami hazards is considered. Digitized 
520 bldgs. for footprint verification.

Accuracy of footprint comparison is 84%. 
Building classification in testing phase: 

accuracy = 81%

Wieland et al. 
(2012); 
Pittore and 
Wieland 
(2013)

Time-series of Landsat images; ground- 
based omnidirectional imaging; OSM 
footprints; building DB from in-field 
survey; manual digitization.

OBIA of images for extracting building data 
at both, block and building levels. Height 
is extracted from 360º images. 

Nr. buildings estimated through the building 
density per stratum. Around 900 buildings 
for MBT verification.

Accuracy of OBIA of built-up mask creation 
ranges between 80%-90%. 

Validation of height is not provided. 
Validation of MBT classification is only visual.

Geiss et al. 
(2015)

IKONOS VNIR; Time-series of Landsat TM and 
ETM+; nDSM from Radar; vulnerability/ 
damage DB from in-field survey. 
Vulnerability/damage DB from in-field 
survey of 3896 bldgs.

Calculation of features at both, building and 
block level. 

Multi-temporal analysis of Landsat images to 
extract the period of construction. 

Vulnerability allocation is done following (1) 
a scoring method (expert knowledge), (2) 
the EMS-98 scale, and (3) MBT definition. 

Damage calculation is performed using 
fragility functions derived with data from 
the 2009 earthquake.

(1) Vulnerability based on scoring: MAPE =  
10.6%. When compared with (2) EMS-98, 
accuracy = 65.4% and kappa = 0.36 

For (3) MBT classification, only visual 
validation is done for the 561 bldgs. The 
remaining 2221 bldgs. are validated by 
searching within a radius of 50 m, with 
accuracy = 84%. Damage is not validated.

(Continued)
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Table 1. (Continued).
Author Data Comments to the main topics addressed Accuracy or reliability

Riedel et al. 
(2014, 2015)

Aerial images; DEM from airborne data; 
footprints from Cadaster; building DB 
from in-field survey with 3860 buildings; 
INSEE database with 6214 buildings.

Vulnerability proxy developed with the 
vulnerability DB. 

Calculation of 15 morphological indicators 
using cadastral data (footprints) and 
Remote Sensing. Two predictive models 
created (1) with all the attr., and (2) with 
only 2 attr., i.e. nr. stories and date, since 
these are the attr. present in the INSEE DB. 

Estimation of vulnerability is extended to the 
whole country using the INSEE French DB. 
A damage estimation is done and 
compared to a reference from the Risk-UE 
project.

Accuracy in training phase is 62.4% when 
only date and nr. stories are used. 
Maximum accuracy in training phase is 
94.5% when all attr. are included. and the 
6 vulnerability classes are merged into 3. 

Accuracy is not provided for the MBT 
classification of the entire French territory. 

Accuracy of the damage comparison is not 
quantified.

Costanzo et al. 
(2016)

LiDAR and IPERGEO 503-band VNIR images; 
cadastral data for verification.

DTM and DSM, together with image 
classification to characterize terrain, 
buildings and road network.

Roof type classification in testing phase: 
accuracy = 95% and kappa = 0.92. The rest 
is not validated.

Geiss et al. 
(2016)

RapidEye RGB-NIR images; DEM from 
TanDEM-X; Time series of Landsat; 
Expected damage DB; GPS-photos from 
Google Panoramio.

Multi-temporal analysis of Landsat images to 
extract the period of construction. 

Multi-scale segmentation to delineate the 
urban structures. 

Direct estimation of damage grades with 
predictive modeling and training dataset 
sizes from 145 to 582. The analysis is 
performed at an aggregated urban level, 
not at building level.

Accuracy of 3 urban structures classification 
is 85.6%, and kappa = 0.77. 

MAPE of damage assessment is 13%.

Geiss et al. 
(2017)

WorldView 2 RGB+NIR; OSM complete DB. Multi-level segmentation and LULC 
classification with and 600 samples per 
class (6 classes). Integrated samples from 
OSM. An empirical relation between the 
nr. buildings in OSM and the segments 
classified as buildings is calculated for nr. 
building estimation. Testing DB with 1056 
segments.

LULC classification accuracy is 86.7% with 
kappa = 0.81. MAPE of the best Nr. bldg. 
estimation is 26.21%.

Bittner et al. 
(2018)

WorldView 2 RGB + Panchromatic band; 
nDSM.

Building detection using a Fully 
Convolutional Network (FCN) with 3 
different configurations of the network 
layers. Training dataset: 22057 patches; 
testing dataset: 3358 patches; both of 
300 × 300 pixels.

Binary built-up mask: 
F-score training between 75.1% − 86.1%. 
F-score testing = 81%.

Yongyang 
et al. (2018)

ISPRS open datasets: 
Vaihingen: (IR+R+G+nDSM) 33 images with 

9 cm resolution (16 tiles for ground-truth). 
Potsdam: (IR+R+G+B+nDSM) 38 images 

with 5 cm resolution (24 tiles for ground- 
truth).

Design of an image segmentation neural 
network based on the deep residual 
networks and uses a guided filter to 
extract buildings. Use of edge 
enhancement effect in pre-processing. 
Each dataset is split 80% − 20% for 
training and testing.

Building detection F1-score is 93.9% in 
Potsdam; and 95.1% in Vaihingen.

Liuzzi et al. 
(2019)

Airborne orthophoto RGB+NIR of 50 cm 
resolution. Building height is taken from 
the reference database.

Random Forest and K-Nearest Neighbors for 
building detection. Reference database: 
13 819 masonry and 3 643 RC buildings 
from an in-field survey with actual 
footprints.

Training phase: Best model with Random 
Forest: F1-score = (92% −93%) 

Testing phase: F1-score = (56% − 65%) and 
Overall accuracy = (60% − 80%), Kappa =  
(0.20–0.31).

De Los Santos 
and Principe 
(2021)

nDSM from LiDAR and images. Building footprints using image thresholding 
and classification of the nDSM. Does not 
perform well in densely populated areas. 
2125 buildings extracted. MBT were then 
classified using 158 samples with SVM, RF 
and logistic reg.

F1-score of MBT prediction in training phase 
ranges between 53% − 78%. 

Not tested in unseen data.

Zhou et al. 
(2022)

UAV images of 2.3 cm GSD. RGB bands. 
nDSM from UAV oblique 
photogrammetry.

Building footprint and floor area estimation 
using five structures of convolutional 
neural networks. Applied in rural area 
(regular, compact building footprints). 
Dataset of 4980 images (70% for training, 
30% for testing).

Building footprint extraction: F1 = 0.92; 
Building height: Acc = 94% (only 17 testing 

samples).

Optical imagery, 3D data and other useful information

Sarabandi 
et al. (2008)

QuickBird images; Tax assessor 
database; building DBs from in-field surveys; 

manual digitization.

Rational Polynomial Coefficients (RPC) are 
used to obtain the building height by 
measuring the image coordinates of the 
ground and roof points of a building 
corner. Sample: 23 bldgs. 

Footprint digitization for extraction of 
geometric and shape-related attributes. 

Two datasets with 38,135 and 1947 
buildings, respectively.

Accuracy of height extraction by comparison 
with independent data survey: MAPE =  
1.42%. 

Accuracy in testing phase for 6 MBT 
classification ranges between 63% − 84%.

(Continued)
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spatial analysis processes performed by a GIS, 
machine learning techniques are also widely used 
for classification and characterization of the building 
stock (e.g. Ruggieri et al. 2021; Zhou et al. 2022; Fan 
et al. 2021). The most commonly used classifiers are 
Support Vector Machines (SVM, Vapnik 2000) and 
decision trees or random-forest-based classifiers 
(Breiman 2001). However, some authors (Wieland 
and Pittore 2014; Sarabandi et al. 2008) also rely on 
simpler algorithms, such as Bayesian networks or 
logistic regression. These types of classifiers are 
increasingly referred to as “traditional.” More recent 
studies have started using deep learning neural net
works to detect building footprints (Bittner et al. 2018; 
Yongyang et al. 2018; Shunping, Wei, and Meng 2019; 
Liuzzi et al. 2019). Deep learning structures are 
undoubtedly more complicated; nonetheless, it 
appears that the degree of accuracy achieved is no 
better than that obtained using simpler, “traditional” 
classifiers (see Table 1). Consequently, in the present 
study, we decided to apply several traditional 
machine learning techniques for image classification 
using spectral (optical) bands and other bands 
derived from LiDAR.

The main contributions of the present study have 
to do, on the one hand, with the data used and the 
data integration strategy. We have used LiDAR, which 
is seldom used in this field of application. In addition 
to using the Z-coordinate of the LiDAR points, we 
have also used the pulse intensity, which is usually 
discarded. The intensity is the ratio between the 
energy reflected by the object surface and the energy 
originally emitted by the LiDAR sensor. It helps distin
guish the material in which the laser beam reflected. 
We considered the Pearson VII Universal Kernel (PUK, 
Ustun, Melssen, and Buydens 2006) to configure the 
SVM classifiers, which is novel in this application 
domain. On the other hand, we believe that another 
of the study’s key contributions is the potential use of 
the exposure and vulnerability databases created 
using remote sensing to conduct a study of earth
quake damage. To date, very few studies have gone 
so far as to calculate damage based on this data 
(Riedel et al. 2014, 2015), and even fewer have vali
dated their results (Geiss et al. 2016). We have ana
lyzed both the technical feasibility and the economic 
viability of using this data for this purpose. To do so, 
we compared the economic cost of using remote 

Table 1. (Continued).
Author Data Comments to the main topics addressed Accuracy or reliability

Borfecchia 
et al. (2010)

LiDAR; AISA-Eagle RGB-NIR images Landsat 
ETM+; QuickBird; building DB from in-field 
survey; census data.

Footprints from local cartography 1:2000. 
LiDAR for nr. stories. AISA-Eagle images 
RGB-NIR for spectral signatures of roof 
inside the footprints. Landsat ETM+ and 
QuickBird images to obtain the date of 
construction (> or<2000) for RC buildings. 
In-field DB contains 233 bldgs. (60 for 
training and 173 for testing). Used 
Artificial Neural Networks, KNN and 
Decision Trees for MBT classification.

Accuracy of built-up areas: before 2000 is 
84.5%; after 2000 is 70.5%. 

Accuracy in testing phase for 3 MBT 
classification is 85%. If RC classes are 
grouped, then accuracy for 2 MBT is 90%.

Hao et al. 
(2014)

WorldView-2 images; building DB from in- 
field survey; vulnerability database.

OBIA for building detection (shape and 
shadow). 

Height extracted from shadow for 48 isolated 
buildings.

Bldg. detection accuracy from OBIA is 81%. 
Height error<2 m.

Guiwu et al. 
(2015)

VHR Optical images; building-related local 
knowledge (Br-LK); DB from in-field survey 
with 954 buildings; manual digitization.

Digitization of footprints for area extraction. 
Algorithm for height extraction from optical 

images by measuring the building SIPD 
(shadow length). 

MBT classification using a simple rule based 
only on height.

MAPE of height is 3.23%. 
Estimated area is 2.99% lower than real. 
Accuracy of 3 MBT classification using rules is 

96% and kappa = 0.88

Wenhua et al. 
(2017)

Google Earth images; Tencent/Baidu Street 
View; WeChat; VGI; Br-LK; Real state 
databases; institutional websites; local 
informants providing in-field data; manual 
digitization.

Improvement of previous study by Guiwu 
et al. (2015). 

For MBT classification, authors incorporate 
a great amount of information from 
internet sources and in-field informants in 
order to improve their previous accuracy. 
Exposure test DB (to verify area and 
height): 971 buildings. DB to verify 
structural type: 1016 buildings.

MAPE of area is 4.64%. 
Accuracy of nr. stories is 89% and kappa =  

0.86 
Accuracy of 3 MBT classification using rules is 

98% and kappa = 0.94

Accuracy refers to global or overall accuracy. MAPE stands for Mean Absolute Percentage Error. MBT stands for Model Building Type, as a synonym of SBSTs 
(Seismic Building Structural Types). Abbreviations: attr. for attributes; bldgs. for buildings; DB for database. RC for reinforced concrete. EQ for earthquake. RF 
for Random Forest. SVM for Support Vector Machines.
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sensing to create a seismic vulnerability database 
with the cost of producing the same product using 
traditional field visit techniques. The latter cost was 
estimated based on information provided by 12 inter
national experts.

Finally, some limitations of this study have been 
identified and described in the conclusions section in 
order to focus future research.

Materials and methods

Study area and data

We have worked in the metropolitan area of Port 
Prince (Haiti, Figure 1). The city covers a surface area 
of 25 km2 and is divided into 36 districts that 
include around 90,000 buildings. On the 12th of 
January 2010, an Mw 7.0 earthquake (Hayes et al.  
2017) hit the city and the surrounding settlements, 
resulting in over 220,000 deaths (CRED, UNISDR  
2016). The event has been described as an unprece
dented disaster, unlike any other in recent history 
(Bhattacharjee and Lossio 2011). According to 
experts who visited the affected area after the earth
quake (Bilham 2010; Dustin, Kijewski-Correa, and 
Taflanidis 2011; Fierro and Perry 2010; Eberhard 
et al. 2010), the extreme severity of the damage 
was mainly due to the high vulnerability of the 
buildings.

There is no guarantee that any seismic building 
code was followed during reconstruction, as self- 

construction and spontaneous urban expansion 
were observed in the years following the event 
(Lallemant 2014). Furthermore, the seismic hazard in 
the region is still very high, according to a study by 
Symithe and Calais (2016). The authors affirm that the 
expected ground motion is double the values indi
cated in the hazard map for the current seismic code. 
The combination of high vulnerability and high 
hazard suggests that the seismic risk in Port Prince 
remains high.

To calculate the exposure and seismic vulnerability 
of the study area, we have relied on the following data 
sources.

Urban patterns and stratification
From our previous work (Wieland et al. 2016), we have 
taken the strata into which the city of Port Prince was 
divided after an object-based image analysis (OBIA). 
OBIA first segments the image into meaningful 
objects and then labels them using a classifier.

Each stratum represents an urban pattern with 
homogeneous street layout and similar building 
types. Figure 1 shows the stratification and the six 
urban patterns identified. Most of the city is dominated 
by the Urban patterns, both Regular and Irregular. 
These are areas with a high density where most build
ings are simple in shape, usually rectangular. The dif
ference between the Regular and Irregular patterns is 
that the Urban Irregular pattern is characterized by 
smaller buildings and a somewhat more chaotic, some
times unpaved, road network. The city’s Residential 

Figure 1. Map of the city of Port Prince divided into urban patterns. The different patterns are color-coded. Examples are shown to the 
left. The small numbered squares are the sample areas randomly chosen to conduct the present research.
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districts are located in the east. The buildings in those 
districts are larger and of better quality; their shapes are 
more complex, and private gardens surround them 
with vegetation. The Informal stratum also covers 
a significant area within the city. These areas are 
depressed and full of small, poor-quality, overcrowded, 
self-built buildings. Building density is very high, and 
vegetation is scarce. The Rural areas on the city out
skirts are large, open spaces with lots of greenery and 
detached buildings. Finally, a stratum dedicated to 
Industrial use was identified near the port. This stratum 
was excluded from the study because the vulnerability 
models available in the literature were developed 
mainly for residential buildings.

The subsequent task of detecting and classifying 
buildings was based on a stratified approach, using 
these urban patterns as strata, allowing for a better 
parameterization of the procedures of image and 
LiDAR analysis. The numbered boxes in each stra
tum represent the randomly chosen sample areas 
for this study.

Databases
After the 2010 earthquake, a significant amount of 
spatial information, from both public and private 
sources, was made available to the public over the 
Internet. In Table 2, we present the open data sources 
used in this study, either as input or as ground truth, 
as shown in Figure 3.

All these data were loaded into a GIS that was used 
to manage the spatial information for the study. It 
should be noted that the MTPTC DB does not include 

all the buildings in the study area and that the loca
tions are not precise (Figure 3) because they were 
taken using an autonomous, handheld GPS unit. In 
contrast, in the CNIGS DB, the location of each build
ing is exact (Figure 3).

Building types
Torres et al. (2016) classified the buildings in Port 
Prince into six main categories (Model Building 
Types, MBT): four (4) with reinforced structures, either 
concrete or masonry; one (1) made of unreinforced 
masonry; and one (1) made of timber. All the build
ings in the MTPTC DB were classified into these six 
MBTs, and it was observed that most of the buildings 
belonged to one of two typologies: buildings with 
a reinforced concrete structure and concrete block 
infill walls (75% of the total number of buildings) 
and buildings made of unreinforced masonry (17%).

Given this distribution, for the present study, we 
decided to group the rest of the buildings with these 
two predominant MBTs: all buildings with a reinforced 
structure were grouped with the first type, called RC. 
The reinforced structure can include either concrete 
or masonry, while the infills are made of non- 
reinforced concrete blocks. The quality of this type 
of building varies widely, as can be seen by compar
ing photographs A and B in Figure 2, which affects its 
vulnerability. According to our knowledge, the larger 
and taller this type of building is in Port Prince, the 
more resistant it will be (photo A). Therefore, one 
possible way to further subdivide this category 
could be by combining certain values of area and 

Table 2. Description of the data used in this study.

Data Source
Reference 

System Technical details

Orthophotos 
(RGB and 
SWIR)

Digital Imaging and Remote Sensing Laboratory (DIRS) at 
the Rochester Institute of Technology (RIT)

WGS-84 RGB images are in 16-bit Geotiff format with a ground 
sample distance (GSD) of 15 cm. The SWIR images are in 
the same format but with a GSD of 83 cm.

LiDAR point 
cloud

Collected by the RIT and Kucera International Inc. 
Downloaded from the OpenTopography website.

Horizontal: 
WGS-84 
UTM18N. 

Vertical: 
EGM-96

The cloud was obtained using a Leica ALS60 sn/6133 sensor 
and has a density of 3.4 pts/m2.

Cadastral 
building 
database 
(MTPTC DB)

Created by the Haitian Ministry of Public Works right after 
the 2010 earthquake (MTPTC 2010)

WGS-84 Contains 63,068 purged records for the study area with 28 
fields including the coordinates (approximate location of 
a building) and other attributes relevant to the building’s 
typology and vulnerability (area, number of floors, and 
building materials). This database is used here to create 
predictive models for the building typologies.

Damage 
building 
database 
(CNIGS DB)

Collected in the frame of a collaborative project between the 
Centre National de l’Information Géo-Spatiale of Haiti 
(CNIGS), the World Bank, UNOSAT-UNITAR, and the 
European Commission’s Joint Research Center (JRC). 
(Corbane et al. 2011)

NAD1983 
UTM18N

For each building, the database contains information on the 
building typology, number of floors, use, and the damage 
suffered in the earthquake. The study area for this study 
includes 2,728 buildings. This data is used here as ground 
truth when validating attributes and seismic damage.
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height. This is the predominant building typology in 
the city and the rest of the country and may be found 
in practically any downtown or suburban area.

Wooden buildings and the unreinforced masonry 
building group were combined into a single category 
that we named MAndW (photographs D and E in 
Figure 2). Photograph D shows a typical unreinforced 
masonry dwelling in the city. These can be made of 
rock and/or blocks, with lightweight roofs made of 
wood and metal sheets. Photograph E represents 

a wooden construction typical of the French colonial 
period. This type of housing is actually very rare, 
counting only 699 buildings in the MTPTC DB (making 
5% of the buildings classified as MAndW). In order to 
avoid unbalanced datasets in the subsequent 
machine learning steps, we did not separate the colo
nial buildings as one independent class.

Though simple, this grouping of categories is con
sistent with the local building stock and with previous 
studies, such as the work of Hancilar, Taucer, and 

Figure 2. Pictures of the different Model Building Types (MBT) identified in Port Prince.

Figure 3. Methodological framework followed in this study. Input data and ground truth data are in the blue boxes.
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Corbane (2013), who developed fragility curves for 
two similar typologies in Port Prince: reinforced con
crete and wood.

Methodological framework

We present a description of the methodological 
procedure designed to (1) create an exposure data
base; (2) assign the buildings a vulnerability model; 
(3) estimate the damage an earthquake would pro
duce; and (4) compare the cost of this study with 
the cost of studies conducted using traditional 
methods. Figure 3 shows a workflow diagram detail
ing each distinct phase and the techniques used in 
each phase.

Compiling the exposure database
The database is a spatial database in which each 
record contains information about a building. This 
database is a valuable output in and of itself, as it 
offers a characterization of buildings that, if suffi
ciently comprehensive, could be used to assign vul
nerability with respect to other types of natural 
hazards (floods, fires, tsunamis, etc.), thus meeting 
the needs of a multi-hazard approach.

This phase is, in turn, divided into two phases: 
generating building footprints and calculating attri
butes. Both outcomes must be validated.

Creating building footprints. As no official footprints 
were available, these had to be generated specifically for 
the study. Two different procedures were used to com
pare the outcomes: Object-Based Image Analysis (OBIA) 
and manual digitization. The polygons obtained using 
OBIA were designated as irregular footprints and the 
digitized polygons as regular footprints. RIT orthophotos 
were used in both cases, and LiDAR was also used as part 
of the OBIA analysis.

The regular footprints were digitized manually in 
ArcGIS, using the orthophotos as a reference, after 
first processing these to create mosaics. Mosaics were 
created to merge the various orthophotos that over
lapped in each sample area, in order to get one single 
raster image, which is easier to manage and analyze. 
During the manual digitizing process, in addition to 
creating the geometry, a label was given to each build
ing to indicate the roofing material, an important attri
bute for estimating seismic vulnerability.

The irregular footprints were generated by means of 
an OBIA analysis with two phases, namely segmenta
tion and classification. For segmentation we used the 
Felzenszwalb and Huttenlocher (2004) powerful graph- 
based edge search algorithm. The algorithm generates 
regions of pixels with similar values, called segments, 
using the Euclidean distance to measure dissimilarity. 
The scale parameter (s) sets the differentiation thresh
old, as larger values generate larger segments. The 
merge parameter (m) controls minimum segment 
size. Parameterization is generally carried out through 
trial and error until the resulting segmentation outlines 
the contours of the objects of interest satisfactorily.

The resulting segments were then classified into 
the following categories: concrete roof, metal roof, 
pavement, shadow, and vegetation. The classifier 
used to label segments in this phase was Random 
Forest (Breiman 2001). This ensemble algorithm cre
ates decision trees using a different subset of feature 
vector attributes each time. The final class assigned to 
a certain instance is the class with the most votes out 
of all the trees in the forest. The feature vector was 
composed by three types of attributes: spectral: mini
mum, maximum, mean, median, mode, variance, and 
kurtosis coefficient; textural: contrast, dissimilarity, 
homogeneity, and ASM; and geometric: area, peri
meter, and Degree of Compactness (DC). The latter 
was calculated as defined by Cerri (2018), DC =  
Area·4·π/perimeter2. Its value varies between 0 and 
1. To tune the random forest, the user sets parameter 
k, which is the maximum number of attributes to be 
selected. Two other key attributes that must be 
adjusted are the tree depth (f) and the minimum 
number of samples (mS) left in a node when the 
condition established for the node is met. All these 
parameters were tested through cross-validation with 
ten iterations (10%) to determine which combination 
of parameters provided the highest accuracy.

For validation, we compared the number of build
ing footprints created through OBIA with the number 
of digitized footprints, using the latter as a reference 
to analyze the difference between the two.

Calculating building attributes

Various taxonomies propose a series of building attri
butes that affect the way buildings behave when 
subjected to seismic shocks and should therefore be 
included in an exposure database (e.g. FEMA 1992 
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Risk-UE LM2 [Milutinovic and Trendafiloski 2003]). 
Consistent with the Sendai Framework, the most 
recent of these taxonomies apply a multi-hazard 
approach, given the clear distinction between the 
concepts of exposure (common to all risks) and vul
nerability (which is particular to each risk). The pre
sent study used the GED4ALL taxonomy (Silva et al.  
2018) as a reference, but with certain adaptations 
presented in Table 3. The study aims to adopt the 
Sendai Framework’s recommendation of making 
multi-hazard systems more widely available.

The attributes calculated in this study are listed in 
Table 3. It is important to comment about the 
absence of the year of construction. We conducted 
a change control analysis using Landsat images from 
1973, 1989, 1999, and 2010. The outcome indicated 
that most of the buildings in Port Prince were built 
before or during the 1970s and 1980s. The informal 
settlements in the southern part of the city were built 
in the 1990s. Although the analysis yielded a valuable 
estimate of urban expansion, it turned out that 
the year of construction for every single building 
was merely approximate. Given its low discriminant 
power, this attribute did not appear to be very useful 
in helping predictive models distinguish between dif
ferent building types in the city under study.

The age of the building might offer information 
about its condition and state of repair. For the pur
pose of characterizing vulnerability, the date of con
struction becomes particularly relevant in cities that 

have historically adopted seismic-resistant building 
codes, which is not the case in Port Prince.

Given the foregoing, we decided not to consider 
this attribute for MBT classification.

The building attributes listed in Table 3 were com
puted and validated to measure their accuracy level 
and then used to assign each building a seismic vul
nerability model. Geometric attributes (i.e. location, 
position in the block. . .) were not validated because 
they were calculated directly in the GIS and are con
sidered correct. The area, the roofing material for 
buildings with irregular footprints, and the height of 
both sets of footprints were validated.

The ground area was verified using a comparison 
coefficient obtained by dividing the total area cov
ered by irregular footprints (considered an estimate) 
by the total area occupied by regular footprints (con
sidered ground truth). This was calculated for each 
stratum and the total number of footprints.

The number of floors obtained using the LiDAR 
nDSM for both sets of footprints was validated using 
the histogram of the residuals, with the CNIGS DB 
serving as ground truth.

The roofing material for buildings with irregular 
footprints was validated using a confusion matrix cre
ated with a testing dataset that compares the label 
assigned to each roof by the classifier in the OBIA 
process with a label created through photo interpreta
tion. Several accuracy metrics were obtained based on 
the matrix (Fawcett 2006). Of all the metrics, the overall 

Table 3. List of building attributes calculated to create the exposure database (adapted from GED4ALL taxonomy). Name, definition, 
calculation method and possible values are provided.

Building Attribute Calculation method

Ground Area Directly computed in the GIS
Centroid location (X,Y) Directly computed in the GIS
Direction Azimuth of the minimal enclosing rectangle of each footprint, considering the direction of the longest side (length). Values 

ranging from 0º to 180º.
Shape of the Building Plan Given by two indicators:

● Elongation: width/length. Ranges between 0 and 1. Very elongated footprints yield values close to zero. More compact, 
square shapes present values close to 1.

● Degree of compactness: following Cerri (2018) as explained before.
Building Position within 

the Block
Considers whether a building is detached or is adjacent to one, two or three buildings. A spatial query in the GIS is used to find 

adjacent buildings with the search distance set to 4% the building height.
Height The height is computed as the median of all the nDSM cell values inside a footprint. From the height (in meters), the number of 

stories is derived by dividing it by the typical floor height of each stratum.

Roof

Given by two indicators:
● Roof Shape, to distinguish between flat and pitched. The roof slope is computed as the average of the slope of all the 

triangles of the TIN created inside each footprint (Yolanda et al. 2019). The slopes of the triangles are weighted using their 
area in order to minimize the influence of small triangles (q. 1).

Ptet ¼

P
i¼1 nPtei �AiP

i¼1 nAi 
Eq. 1. Roof slope 

Where Ptet is the roof slope computed with the n triangles of its TIN. Ptei and Ai are the slope and area of each triangle, i.
● Roof Covering denotes the roofing material. It is a semantic attribute with two values: Concrete roof and metal roof. These 

values have already been obtained in the previous phase of footprint creation.
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accuracy, F1-Score, and Cohen’s kappa coefficient of 
agreement are presented here. The overall or global 
accuracy was calculated as the quotient between the 
total number of correctly classified samples and the 
total number of samples. The F1-Score is the harmonic 
mean of accuracy and recall (the ratio of the number of 
correctly classified samples in a class to the total num
ber of samples in that category). This comprehensive 
measure of accuracy balances the cost of false positive 
and false negative errors. Its use is indicated when 
sample datasets are unbalanced (when the various 
categories do not include the same number of sam
ples). The values for both measures are expressed as 
percentages, with higher percentages indicating better 
classification results. Finally, the kappa coefficient com
pares observed and expected accuracy, the latter 
being a measure of how much the results obtained 
by a classifier differ from the results that would have 
been obtained by randomly classifying the sample. 
This indicator is complementary to the metrics men
tioned above. The present study applied the scale 
proposed by Landis and Koch (1977) to interpret this 
indicator: κ < 0.00, poor agreement; 0.00 ≤ κ ≤ 0.20, 
slight agreement; 0.21 ≤ κ ≤ 0.40, fair agreement; 0.41 
≤ κ ≤ 0.60, moderate agreement; 0.61 ≤ κ ≤ 0.80, high 
agreement; 0.81 ≤ κ ≤ 1.00, near-perfect agreement.

To ensure a more robust validation of this attribute, 
the roofing material for all buildings with irregular 
footprints was compared with the roofing material 
for those with regular footprints, which is considered 
ground truth to this end.

Assessing seismic vulnerability
This phase consists of two steps: first, the buildings in the 
sample areas were classified into the two MBTs identified 
previously and then assigned a vulnerability model.

Classifying buildings into MBTs

The buildings in the sample areas were classified into 
the two building typologies described above: RC and 
MAndW. To this end, predictive models were created 
using instances from the MTPTC DB that lie outside 
the sample areas but within each stratum. Prediction 
models were created based on the following attri
butes: area, number of floors, roofing material, and 
centroid coordinates. Since these attributes are found 
in both the MTPTC DB and the exposure DB 

generated in this study, the typology classification 
models may be applied to the data generated in the 
sample areas. Before training the models, the attri
butes were ranked by discriminant power, from high
est to lowest, using the ReliefF algorithm in WEKA. 
ReliefF (Kononenko 1994) establishes a ranking of 
attributes according to their capacity to discriminate 
between neighboring samples in different categories.

The models were trained using decision trees, SVM, 
the naïve Bayesian classifier, and logistic regression. 
Since the number of attributes was very limited, we 
were able to use these last two classifiers, which are 
simpler. In addition to obtaining a classification 
model, one of the objectives was to determine 
which attributes have the most significant impact 
when identifying a building typology.

The decision trees were created using the C4.5 
algorithm proposed by Quinlan (1993). A decision 
tree is a hierarchical representation of conditions 
defined based on the attribute values for the training 
samples. These conditions are used to separate the 
samples into categories. The tree depth is controlled 
through parameter f.

SVM (Support Vector Machines; Vapnik 2000) is a non- 
parametric statistical classifier that uses a kernel to repre
sent samples in a higher dimensional space where the 
samples can be separated linearly. The SVM can then 
draw the hyperplane separating these samples with the 
goal of making the margin between the hyperplane and 
the samples as big as possible. Parameter C controls the 
balance between the size of the margin and the classifi
cation errors for samples closer to the hyperplane (the 
support vectors). The present study tested two kernels to 
create the models using SVM. One is the Radial Basis 
Function (RBF) kernel, which requires adjusting the 
width, gamma, (γ). And the other is the Pearson VII 
Universal Kernel (PUK, Ustun, Melssen, and Buydens  
2006), which requires two parameters: sigma (σ) for the 
half-width of the Pearson VII function; and omega (ω) for 
the tailing factor.

The naïve Bayesian classifier is a statistical model that 
expresses the conditional probability of a class based on 
the attribute values of the (previously discretized) train
ing samples. The probability that a given instance will be 
classified as a certain class is calculated using Bayes’ 
Theorem. Finally, binary logistic regression is used to 
calculate the likelihood that a given instance belongs 
to one class versus another as a linear function of the 
attribute values for the training samples. These last two 
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classifiers are easier to implement because they need not 
be parameterized.

The models were trained through cross-validation 
with ten iterations in WEKA, and the final parameters 
were adjusted using a Python code (Arredondo 2019) 
based on the well-known Scikit-Learn open source 
machine learning library. The models were validated 
by means of a confusion matrix and then calculating 
accuracy metrics.

Allocating a vulnerability model to each MBT

Once all the buildings had been classified as one of these 
two building typologies, they were then assigned 
a vulnerability model as described in Molina et al. 
(2014). A vulnerability model is defined by two curves 
[capacity spectrum-fragility function], referred to as 
damage functions, that represent the behavior of 
a given type of building in the event of an earthquake. 
Molina et al. (2014) initially allocated a vulnerability 
model taken from the literature to the six MBT previously 
described in the Building Types section. Then, they cali
brated the damage functions using the damage data 
stored in the MTPTC DB to create a new vulnerability 
model for each MBT that is specific for the Haitian build
ing types. Out of the six vulnerability models that the 
authors created, two have been allocated to the MBT 
considered in the present study: RC-CB is assigned to the 
RC typology; and CM-UM is assigned to the MAndW 
building type. RC-CB and CM-UM are comparable to 
the vulnerability models RC1-I and M6-Medium code of 
Lagomarsino and Giovinazzi (2006), respectively, thus 
Molina et al chose them as initial curves in the calibration 
process. The final parameters of the pair of damage 
functions, after calibration, can be found in Molina et al. 
(2014). We do not reproduce them here for the sake of 
space. Each typology was subdivided by height range, 
based on the description provided by the authors, into 
low-rise (1–3 floors) and mid-rise (4–6 floors).

Estimating earthquake damage: technical viability 
assessment
In this section, we will try to evaluate to what extent 
the errors made in classifying building typologies can 
affect damage results. Damage was estimated using 
SELENA (Molina, Lang, and Lindholm 2010). We 
applied the attenuation models proposed by Boore 
et al. (2014) and Chiou and Youngs (2014) and com
bined them to form a logic tree with a weight 

distribution of 60%-40%, respectively, in keeping 
with the criteria established in previous studies 
(Molina et al. 2014; Torres et al. 2016). The value of 
Vs

30, which characterizes the soil type, was taken from 
Cox et al. (2011). All this data was used to calculate the 
demand spectrum for each geo-unit of the study.

The Improved-Displacement Coefficient Method 
(I-DCM, FEMA 2005) was applied in SELENA to esti
mate the damage that the simulated earthquake 
would cause to the buildings. I-DCM is an inelastic, 
non-linear method of analysis that can be used to 
calculate the maximum displacement a building 
might be subjected to in a seismic shaking event. 
On the other hand, the fragility function describes 
the damage distribution corresponding to this max
imum displacement within five degrees that have 
direct correspondence with those from the EMS-98 
scale (Grünthal 1998): Null (D0 - no damage); slight 
(D1 - Slight); moderate (D2 – Moderate); extensive 
(D3 – Heavy); and complete (D4 – very Heavy and 
D5 – Destruction).

Cost comparison: economic viability assessment
This last phase studies the economic feasibility of 
creating exposure and vulnerability databases using 
remotely sensed data. The cost is considered econom
ically viable if it is lower than the cost of conducting 
an in-field survey to collect information on buildings 
to generate the same product. To address this issue, 
the cost of conducting a remote sensing study to 
classify 1,000 buildings was compared to the cost of 
conducting a field campaign for the same purpose in 
both, a city in a developed country and a city in 
a developing country (like the one in this study). 
This furthers the Sendai Framework’s objective of 
improving international cooperation with developing 
countries to address seismic risk.

The execution of the present study and other simi
lar studies carried out by the authors in different 
scenarios was taken as a reference to estimate the 
cost of the remote sensing work. Twelve national and 
international experts with accredited experience in 
on-site building inspection were asked to collaborate 
on a nonprofit basis to assess the cost of a field survey. 
These experts collaborated by filling out a form pre
pared specifically for this research study or by making 
comments and suggestions based on their experience 
in the field. The form can be downloaded from 
Mendeley Data with the name “Template – Building 
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In-Field Survey.” For each scenario, the experts pro
vided data on the resources (human and material), 
time, and costs involved in evaluating 1,000 buildings 
in situ. The form they filled out distinguishes between 
tasks carried out before the field visit, the visit itself 
(including travel), and post-processing work.

Results and analysis

Implementing and validating the exposure and 
vulnerability database

This section corresponds to phases 1 and 2 of the 
general methodological framework (Figure 3).

Exposure database compilation
Building footprints. First, the building footprints 
were generated by manually digitizing each of the 
24 sample areas. To do so, orthophoto mosaics were 
created with the 4 bands provided by RIT (RGB+SWIR). 
A total of 6,414 buildings were digitized, which on 
average took 5 seconds per building for Urban areas 
and Informal settlements (whose buildings have 
a simple square or rectangular shape); and 10 seconds 
for Residential and Rural areas (whose buildings tend 
to have more complex shapes). It is important to 
mention that within this time, both the building foot
print is drawn and the value of the roof type attribute 
(concrete or metal) is written in the database. The 
latter is done automatically by the software (ArcGIS) 
provided that a template for the corresponding roof 
covering is selected before drawing. This allows for 
speeding up the process of digitization and labeling. 
A total of 2,146 buildings have concrete roofs, while 
4,268 (almost twice as many) have metal roofs.

On the other hand, OBIA was used to create the 
irregular footprints. This was done by preparing nine 
(9) bands: four (4) with the orthophotos (RGB+SWIR), 
three (3) with the spectral differences (R-G, R-B, G-B), 
and 2 derived from LiDAR – using the intensity of each 
point and the normalized Digital Surface Model 
(nDMS) to calculate the height above ground level 
for each point. The nDSM was created after classifying 
LiDAR points using the MDTopX TOD algorithm 
(Yolanda et al. 2019). To carry out the OBIA process, 
a Python code was created using the following 
libraries: Pandas, for manipulating tabular data; 
Rasterio and Scikit-image, for managing images; 
Scikit-learn, for machine learning; Matplotlib and 

Seaborn, for visualization. The code is published on 
GitHub (Arredondo 2019).

For segmentation, Felzenszwalb and Huttenlocher 
(2004) algorithm was used with the three (3) visible 
bands (RGB) and LiDAR heights. The best results were 
obtained by applying the following parameters of 
scale (s) and merge (m), by stratum: Residential (s =  
100; m = 1000), Urban Regular (s = 70; m = 800), Urban 
Irregular (s = 60; m = 600), Rural (s = 50; m = 600), 
Informal (s = 50; m = 600). Obviously, in keeping with 
reality, the objects of interest (buildings) are larger in 
Residential areas, medium-sized in Urban areas, and 
smaller in Rural areas and Informal settlements.

To classify the resulting segments, two datasets 
were randomly created with the following number 
of samples for training (tr) and testing (te): concrete 
roof (tr = 221, te = 69), metal roof (tr = 290, te = 56), 
pavement (tr = 153, te = 45), shade (tr = 116, te = 26) 
and vegetation (tr = 116, te = 29). A 102-dimensional 
feature vector was computed for all the samples and 
used in a random forest of 100 trees, which was 
trained by varying the parameter values: k = {√ (n), 
log2 (n)}, being n the dimension of the feature vector; 
f = {none, 5, 3, 1} (none means that each tree is built 
with the number of nodes needed to ensure all the 
leaves are as pure as possible); mS = {1, 5, 20, 100}. 
After cross-validation at 10%, the final values that 
yielded the highest accuracy were: k = √(n); f = none; 
mS = 1.

Various combinations of bands were also tested to 
obtain the highest possible accuracy. The LiDAR- 
derived height band proved decisive in the segmen
tation process as it enabled us to obtain a correct 
footprint on most of the gable roofs (Figure 4a), 
which are often over-segmented. Regarding classifica
tion, the data from LiDAR played a key role in helping 
to distinguish concrete roofs from metal roofs 
(Figure 4b). On the other hand, SWIR did not seem 
to offer any significant improvements. Material valida
tion is covered in the next section.

Based on this OBIA analysis, we were finally able to 
determine which segments belonged to roofs: a total 
of 6,985 polygons. Moreover, this process enabled us 
to identify the roofing material.

The roof segments were validated using the digi
tized roofs in 21 of the 24 sample areas as a reference. 
The areas with ID = {10, 17, 22} (Figure 1) were dis
carded from the validation and the rest of the study 
because most of the buildings in these areas were in 
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ruins due to the earthquake. The estimated total 
number of buildings (based on OBIA) and the actual 
number of (manually digitized) buildings were 6,293 
and 5,068, respectively. The comparison coefficient 
between the two is 1.25, indicating that there are 
25% more segments than building roofs. This discre
pancy was to be expected given the complexity of 
many of the roofs, particularly in Residential areas, 
which are often over-segmented.

In the Informal pattern, the comparison coeffi
cient is generally around 1, indicating a proper seg
mentation of the roofs. In this stratum, the buildings 
are small and simple, making it easier to identify 
them using OBIA. No single predominant type of 
roof exists in the Urban Regular, Urban Irregular, 
and Rural patterns. This variability is reflected in the 
comparison coefficients, which range from 0.94 to 
2.52 in those strata.

Building attributes. All attributes were calculated for 
both regular and irregular footprints. Figure 5 shows 
the values for a sample area in the Residential stra
tum. The attribute table corresponds to the building 
highlighted in deep red. As we can see, the two sets of 
footprints in this example do not present any signifi
cant differences in their attribute values.

The estimated total built-up area (based on OBIA 
data) is 33.1 ha, and the actual area (estimated 
through manual digitization) is 29.6 ha. The compar
ison coefficient between the two is 1.12, i.e. the 
percentage error in calculating the built-up area is 

12%. This implies that the area of a 100-m2 building 
would be estimated at 112 m2, which has little 
impact on how its building typology would be clas
sified. The only stratum for which the area is under
estimated is the Residential stratum, but the 
comparison coefficients are very close to 1. This 
pattern had the highest number of segments per 
footprint, which is to be expected, since the more 
over-segmented a roof is, the more detail we will 
obtain about its shape and size. In the Informal and 
Urban Irregular patterns, it seems we managed to 
strike a balance between the number of segments 
and the built-up area, as the comparison coefficient 
for most of these areas is around 1. In the Urban 
Regular pattern, we observe the same variability as 
with the number of footprints, with area comparison 
coefficients ranging from 1.03 to 1.23. The area for 
buildings in Rural areas was overestimated by more 
than 20%.

The spatial intersection between the segmented 
and digitized footprints was also calculated. The 
total area of the intersection is 23.74 ha, which 
results in a total detection rate of 80% (intersection 
area compared to the actual area). The primary 
discrepancy between the area estimated in the 
OBIA analysis (irregular footprints) and the area 
calculated based on digitization (regular footprints) 
is that the former does not create gaps between 
buildings while the latter does. A typical example 
is the sample area ID = 3 (comparison coef. = 1.24), 
shown in Figure 6.

Figure 4. Examples of roofs extracted with OBIA. (A) Gable roofs. (B) Two types of roof materials: Concrete roofs, in blue; metal (tin) 
roofs, in red.
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To validate the roofing material obtained through 
OBIA, a confusion matrix was calculated and used to 
derive the accuracy and F1-Score metrics (Table 4). As 
we can see, the quality measures are very high; most are 
above 90%. This part of the study focused on identifying 
the roofing material, which had an F1-Score of 99% for 
concrete and 95% for metal. The LiDAR-derived height 
band was key in distinguishing concrete roofs from 
pavement (both have a similar spectral response in the 
imagery) to the extent that none of the instances of 
these classes were misclassified.

On the other hand, the LiDAR-derived intensity 
data enabled us to distinguish the materials of the 

two types of roofs (concrete and tin), which, in many 
cases, were misclassified. For the most part, shadows 
and vegetation were mistaken for each other, but 
these classes are not of interest for this study. 
Overall, the results of this classification are highly 
satisfactory, with a 95% weighted average for the 
three metrics and a near-perfect Cohen’s kappa coef
ficient of 0.94.

The roof type obtained through OBIA was com
pared with the information collected during the digi
tizing process. Of the 6,985 segments classified as 
buildings through OBIA, it was found that 393 (only 
5.6%) did not intersect with the digitized footprints, 

Figure 5. Attributes stored in the exposure database of the buildings present in one residential sample for both, regular (A) and 
irregular (B) footprints. The windows show the attributes of the buildings in deep red, as an example.

Figure 6. Illustration of the gap between buildings as the main source of discrepancy in the built-up area estimation. Examples are 
provided for a regular (A) and an irregular (B) footprint.
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either because they were on the edges of the study 
areas or because the segments belonged to other 
types of constructions (courtyards, walls, ruins, etc.). 
Of the remaining 6,592 segments, 5,479 were cor
rectly classified as concrete and metal, representing 
an 83% overall accuracy. Of the segments classified as 
belonging to metal roofs, 13% were actually concrete 
roofs; and 4% of segments classified as concrete roofs 
were actually metal roofs. Figure 7 shows an example 
of this comparison.

Finally, the number of floors was verified using the 
CNIGS DB. This verification was carried out for both 
regular (digitized) and irregular (segmented) foot
prints. Of the 6,492 buildings in the CNIGS DB, only 
356 fall within the sample areas for this study; of 
those, 295 intersect with regular footprints, and 289 
intersect with irregular footprints. The rest are col
lapsed buildings that Corbane et al. (2011) documen
ted to calculate their fragility curves, but they were 
not taken into account in the present study. For the 
buildings that match, we calculated the residual for 
the number of floors (the difference between the 
estimated number of floors and the number of floors 
observed in the CNIGS DB) and created a histogram. 
Most of the residuals were equal to zero. For regular 
footprints, the overall accuracy (OA) obtained was 
79%; for irregular footprints, the OA was 72%. Of the 

remaining residuals, most were 1-floor (18% for reg
ular footprints and 26% for irregular footprints). The 
most significant errors in estimating the number of 
floors were 2-floor excesses and 3-floor deficits, but 
these errors account for less than 3% of the total 
number of buildings verified. Vulnerability models 
group buildings in ranges of 2 or more stories, so an 
error of 1 or 2 stories may not be very significant for 
this study.

Seismic vulnerability assessment

Building type classification
The techniques described in the methodological fra
mework sections were used to create predictive mod
els to classify the buildings into MBT. The training and 
testing datasets (Table 5) are balanced and were gen
erated using stratified random sampling.

Predictive model training using data out of the 
sample areas
After ranking the attributes in WEKA using ReliefF, the 
order obtained for most strata was: roof type, number 
of floors, area, centroid X-coordinate, and centroid 
Y-coordinate. The area came in last place in Rural 
and Urban Regular patterns, indicating that the build
ing ground floor in these strata varies greatly; 

Table 4. Confusion matrix of the image classification process with OBIA. Accuracy measures are given for the five classes identified. 
Concrete roof and metal roof are of particular interest for the present study.

Predictions Accuracy measures

Concrete Roof Pavement Shadow Metal Roof Vegetation Precision F1-Sc

Concrete Roof 68 0 0 1 0 99% 99%
Pavement 0 45 0 0 0 98% 99%
Shadow 0 0 24 1 1 86% 89%
Metal Roof 1 1 0 54 0 93% 95%
Vegetation 0 0 4 2 23 96% 87%
Average: 95% 95%

Figure 7. Comparison of roof material obtained by photo interpretation (A) and OBIA (B). Concrete roofs are in blue; metal roofs are in 
red. Yellow circles mark examples of classification errors.
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therefore, the area turn out not to be a decisive attri
bute for classifying building typologies in those strata.

The models were then trained. The parameters 
varied within the following range of values: f = {2, 3, 
5}; C = γ =ω = {0.01, 0.1, 1, 10, 100}. Table 6 sum
marizes how each model performed, indicating the 
overall accuracy attained during the training phase 
and the best parameters. It may be observed that the 
best models were the SVM models, especially those 
with a PUK kernel, which reached accuracies between 
88% and 100%. All the models were more accurate 
when applied to Urban and Residential patterns, with 
values above 79%. It seems that buildings in those 
districts were built using more standardized construc
tion methods than those in Rural and Informal pat
terns, where the overall accuracy drops to 70% (even 
though SVM with PUK results in very high accuracy in 
these strata). It’s worth noting how well the naïve 
Bayes classifier performed. This was the simplest of 
all the models implemented, yet it obtained accuracy 
measures comparable to the rest.

It is important to understand what attributes have 
the most significant impact when identifying MBTs. 
Every tree uses the roof as the first attribute and then 
works with the coordinates. The only exception is the 
Residential stratum, where the trees move on to work 
with the area. The number of floors was used only in 
the Informal and Rural strata. The area only appears in 
the Residential and Regular Urban strata. This favors 
irregular footprints, which tend to have less realistic 

areas. With logistic regression, variables such as roof 
type, number of floors, and area (in that order) were 
used to generate the equation in every stratum. This is 
in line with the attribute ranking provided by ReliefF.

Validating and selecting the best predictive model
All the models created in the previous step were 
validated using the testing (unseen) samples in 
Table 5 to check their generalization capacity. The 
model ranking for each stratum is presented in 
Table 7. The best model for all strata is the model 
calculated using SVM and a PUK kernel, followed, in 
most cases, by SVM with an RBF kernel. The decision 
tree and logistic regression obtained similar perfor
mance rates, as did the naïve Bayes classifier. As men
tioned in the training phase, it is worthy to remark the 
capacity of the naïve Bayes also in the testing phase. 
Despite its simplicity, it obtained accuracies compar
able to other more sophisticated techniques, such as 
SVM. SVMs prove their potential when working with 
databases containing noise, as in the Informal stra
tum, where SVMs maintained overall accuracies and 
F1-Scores above 70% while the other models did not.

A general reduction in quality may be observed in 
the Rural and Informal patterns, as was the case dur
ing the training phase. As many of the buildings in 
these areas do not comply with standards, the data 
tends to be much more random, making it harder to 
classify. The best accuracies obtained for these pat
terns were as high as 78% (equal to F1-Score) for Rural 

Table 5. Number of samples in the training and testing datasets for MBT 
classification.

Training Testing

RC M&W RC M&W Total

RESIDENTIAL 240 240 60 60 600
URBAN REG. 1600 1600 400 400 4000
URBAN IRREG. 3200 3200 800 800 8000
RURAL 120 120 30 30 300
INFORMAL 3200 3200 800 800 8000

Table 6. Parameters and performance of the predictive models created to classify buildings into MBT. OA stands for Overall Accuracy; 
Param. stands for parameters tuned for each classifier; SVM (PUK) stands for support vector machine with Pearson VII Universal Kernel; 
SVM (RBF) stands for support vector machine with radial basis function kernel.

Decision tree SVM (PUK) SVM (RBF) Logistic Regress. Naïve Bayes

Stratum OA Param. OA Param. OA Param. OA OA

Residential 82% f = 3 88% C = 1; σ = 1; ω = 1 86% C = 1; γ = 1 83% 80%
Urban reg. 82% f = 3 91% C = 1; σ = 0.01; ω = 0.1 81% C = 0.01; γ = 0.1 81% 81%
Urban irreg. 80% f = 3 100% C = 10; σ = 10; ω = 0.01 84% C = 1; γ = 10 79% 79%
Rural 78% f = 3 98% C = 10; σ = 1; ω = 0.1 83% C = 1; γ = 1 73% 73%
Informal 70% f = 3 100% C = 10; σ = 0.01; ω = 0.1 79% C = 1; γ = 10 70% 70%

18 Y. TORRES ET AL.



areas and 74% for Informal settlements. For Urban 
areas, values were as high as 81% for irregular foot
prints and 82% for regular footprints. Finally, the most 
accurate classification was for Residential buildings, 
with accuracies of 88% and an F1-Score of 87%. The 
kappa values indicate moderate agreement between 
the model prediction and reality for the Informal and 
Rural strata while show high agreement for the 
Residential and the two Urban patterns.

Given the performance demonstrated by the var
ious models, we chose to use the model created using 
SVM with a PUK kernel to classify the buildings in the 
sample areas.

Table 8 shows the confusion matrices for this 
model. We can see that the MAndW class has a high 
rate of false positives worth analyzing. It was found 
that the most relevant attribute for determining the 
classification of concrete or masonry buildings was 
the roof type. Reinforced concrete roofs are found 
on buildings whose structures are also made of 

reinforced concrete. However, roofs made of metal 
sheets can be seen on both small wooden dwellings 
and/or masonry buildings (Figure 2 (D)), as well as on 
buildings with a reinforced structure (Figure 2 (C)). 
This makes it difficult to distinguish between the 
two typologies when the roof is made of metal. One 
explanation for the percentage of false-positive errors 
with the MAndW class in all models is that most 
buildings in this city have metal roofs. The models 
tend to classify constructions with metal roofs as 
MAndW buildings.

Although ideally, there should be minimal errors, 
the fact is that, in this case, this distribution of errors is 
favorable. The MAndW false positive error indicates 
that a concrete building is classified as masonry, i.e. 
the classifier says that it is more vulnerable to earth
quakes. This is likely to result in overestimating 
damage, which would be a more conservative sce
nario and justify building inspection policies and 
a more in-depth study of seismic risk for the city.

Table 7. Predictive models created for each stratum. Models are ranked by 
performance. Overall Acc. stands for Overall Accuracy; kappa is the Cohen’s 
kappa coefficient of agreement; SVM (PUK) stands for Support Vector Machine 
with Pearson VII Universal Kernel; SVM (RBF) stands for support vector machine 
with radial basis function kernel; logistic reg. stands for logistic regression.

Machine Learning Algorithm Overall Acc. F1-Score kappa

RESIDENTIAL
SVM (PUK) 88% 87% 0.75
SVM (RBF) 88% 87% 0.75
Logistic Reg. 87% 87% 0.73
Decision Tree 87% 86% 0.73
Naïve Bayes 87% 86% 0.73

URBAN REGULAR
SVM (PUK) 82% 81% 0.64
Decision Tree 82% 81% 0.64
SVM (RBF) 81% 81% 0.63
Logistic Reg. 82% 81% 0.63
Naïve Bayes 81% 80% 0.62

URBAN IRREGULAR
SVM (PUK) 81% 81% 0.62
SVM (RBF) 80% 80% 0.60
Logistic Reg. 80% 79% 0.60
Naïve Bayes 80% 79% 0.60
Decision Tree 80% 79% 0.59

RURAL
SVM (PUK) 78% 78% 0.57
Decision Tree 75% 73% 0.50
SVM (RBF) 73% 73% 0.47
Logistic Reg. 70% 68% 0.40
Naïve Bayes 70% 68% 0.40

INFORMAL
SVM (PUK) 74% 74% 0.49
SVM (RBF) 73% 73% 0.47
Decision Tree 70% 68% 0.40
Logistic Reg. 70% 67% 0.39
Naïve Bayes 70% 67% 0.39
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Classifying buildings inside the sample areas into 
MBT
The SVM (PUK) model was applied to the exposure 
database of the buildings in the sample areas, and all 
buildings were classified into the two MBTs. Both 
regular and irregular footprints were classified. 
Figure 8 presents a sample area with the classification 
for each stratum. As observed, for each group of 
footprints, the Rural and Informal strata contain 
more discrepancies. These strata are the hardest to 
classify because they tend not to follow construction 
standards.

Vulnerability model allocation

Each building was assigned a vulnerability model 
according to its MBT, as established in the section 
on methodology: RC-CB was assigned to the rein
forced concrete (RC) typology and CM-UM to masonry 
and wood (MAndW) constructions. Figure 9 shows the 
distribution of vulnerability for both regular and irre
gular footprints in all the patterns analyzed. The vast 
majority of buildings are low-rise (less than three 
stories).

Estimating the damage scenarios

This section describes how the damage was esti
mated after simulating a probable earthquake in the 
area. With SELENA we simulated a Mw 7.0 earthquake 
on the Enriquillo fault segment analyzed by Symithe 
and Calais (2016), with epicenter located about 20 km 
from Port Prince. The source parameters used were as 
follows: epicenter coordinates in WGS84 (lat =  
18.5042º; lon = −72.1184º); depth = 5 km; orientation  
= 270º; dip = 90º; mechanism = strike-slip.

The estimation was carried out by preparing three 
vulnerability databases to compare the damage 
results obtained with each of them: (1) the 
Reference DB was the CNIGS DB; (2) the RegFootp 
DB, composed of buildings whose footprints were 

digitized in this study and found to match the foot
prints in the Reference DB (295 buildings); (3) the 
IrregFootp DB, composed of buildings whose foot
prints were obtained using OBIA in this study and 
found to match the footprints in the Reference DB 
(289 buildings). The buildings of these three data
bases overlapped in six sample areas with FID = {12, 
16, 19, 20, 21, 23} (Figure 10). Hence, they are chosen 
for this phase of damage estimation.

The damage results obtained using the three vul
nerability DBs are indicated in Figure 11. The esti
mated number of damaged buildings are practically 
the same for all three datasets, with a MAPE of 3.78% 
for buildings with regular footprints and 7.55% for 
those with irregular footprints. The damage distribu
tions indicate that most buildings in the six sample 
areas (66%) would not experience damage from the 
earthquake simulated in this study. Of the damaged 
buildings, approximately half (14% of the total) would 
sustain light damage. In comparison, the other half 
(16% of the total) would suffer severe damage or 
collapse, and only a minority (4%) would present 
moderate damage.

Given these low error rates, it is reasonable to con
clude that the two vulnerability estimates made in this 
study would be valid for assessing seismic risk in a city.

Evaluating the cost

The cost of generating the database for 1,000 build
ings using remote sensing was estimated based on 
the authors’ experience. An effort was made to be 
as realistic as possible. Thus, this estimate does not 
include tests or experiments, which are more typical 
of a research-based approach. The list of tasks is 
presented in Table 9. It should be noted that tasks 
3.1 and 3.3 are mutually exclusive. Therefore, 
depending on the city in question, it will be neces
sary to choose one or the other. The times were 
estimated based on a work team of two people: 
a data scientist or engineer and an experienced 
collaborator (assistant). Ideally, the team should 

Table 8. Confusion matrices of the best predictive model for MBT classification: support vector machine with Pearson VII universal 
kernel. matrices are given per stratum.

Prediction Residential Prediction Urban Reg. Prediction Urban Irreg. Prediction Rural Prediction Informal

RC WAndW RC WAndW RC WAndW RC WAndW RC WAndW

RC 47 13 259 141 535 265 24 6 519 281
WAndW 2 58 4 396 40 760 7 23 131 669
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Figure 8. Results of building classification in MBT. Left column: Examples of regular footprints in each urban pattern. Right column: 
Corresponding examples for irregular footprints.
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have a certain level of expertise in the study area 
and local construction methods to make the best 
possible decisions throughout the process. Failing 
this, we recommend meeting with a local civil engi
neering or architecture expert for two days before 
and during the study. We estimate it would take 
a maximum of ten days to generate the exposure 
and vulnerability database for 1,000 buildings using 

remote sensing. The workday contemplated is 
a standard 8-hour workday. It is important to note 
that the estimated time commitment was padded 
to account for any potential difficulties. This is evi
dent upon comparison with authors such as 
Wenhua et al. (2017) who have provided this infor
mation from similar studies and reported a 10-day 
work period to analyze an area twenty times the 
size (456 km2).

Regarding material resources, the estimate con
templates using two computers plus office equip
ment. Obtaining the data would probably not 
entail any additional cost because it would be 
freely available (as it was for the present study). 
Should this prove impossible, data should be pur
chased or collected. In such a case, according to 
our experience and after consultation with various 
experts from remote sensing companies, an esti
mated price for the approximate 2 km2 of ortho
photos and LiDAR would be of the order of € 
1,000.

We have estimated the costs associated with these 
resources. Human resources would amount to €4,500, 
including the following allocations: data scientist: 

Figure 9. Distribution of vulnerability in the different urban patterns (also named strata). Labels over the columns indicate the number 
of buildings assigned to each vulnerability model per stratum (color-coded).

Figure 10. Sample areas in which the validation of the damage 
assessment was conducted. Red points are the buildings whose 
damage estimation has been validated. The frames of the sam
ples are color-coded according to the urban pattern also used in 
Figure 1.
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€250/day; assistant: €150/day; local expert: €250/day 
(the latter would work only two days for meetings). 
The estimated cost of the material resources is about 
€3,000 (including the total cost, without accounting 

for proportional amortization), which comes to 
€7,500. A 30% margin was added to account for 
potential contingencies, bringing the total cost esti
mate to €9,750. In the authors’ experience, in this type 

Figure 11. Damage distribution. Labels over the columns indicate the number of buildings reaching each damage grade. The results 
obtained with each vulnerability database are color-coded.
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of study, using remote sensing data, there are no 
appreciable differences in the costs associated with 
analyzing scenarios in developed versus developing 
countries.

On the other hand, we gathered information from 
12 experts about the cost of carrying out a field survey 
to generate the same database through in-situ build
ing inspection. For each type of scenario, the experts 
provided data about the resources (human and mate
rial), time, and costs. Table 10 presents a list of the 
tasks these collaborators took into account. Table 11 
summarizes all the forms received for the developed- 
country scenario. We see two clearly differentiated 
groups of estimates: one with an average total cost 
of just over €43,500 and another with an average total 
cost of close to €14,000. The main differences 

between the two groups are the number of people 
involved in data collection (which varies between 2 
and 12) and the fees for their services. These differ
ences arise because some collaborators regarded the 
field survey as a professional endeavor, while others 
saw it as a low-budget research task. We decided to 
keep both options, as they are very realistic.

Besides the difference in human resources, there is 
significant variability in terms of timing too. The mini
mum resource estimate suggests that it would take 
four people five days to collect all the necessary 
information on the 1,000 buildings in the field. In 
contrast, the highest estimate assumes it would take 
12 people to work for 20 days. A similar variability can 
be seen in the estimated durations of preparatory and 
post-processing tasks. This reflects another shift in 

Table 9. List of tasks and time estimation to create an exposure and vulnerability database for 1000 buildings using remote sensing 
and machine learning techniques.

Task Time (working days)

(1) Data gathering, pre-processing, and integration in a GIS 2
(2) Stratification of the city

Sampling process
OBIA: training and testing

1

(3) Generación de la base de datos de exposición
Manual digitization and photo interpretation (footprints and roof material) [exclusive with 3.3]
LiDAR classification
OBIA: sampling, training, and testing (footprints and roof material)
Computation of attributes

Related to LiDAR (height, number of stories, roof slope)
Related to the footprint geometry

1/2 
2 
1 
1

(4) Building type classification
Sampling process
Predictive modeling: training and testing

1

(5) Vulnerability allocation 1

Table 10. List of tasks to create an exposure and vulnerability database for 1000 buildings by means of an in-field 
survey.

Tasks

(1) Preliminary tasks:
Review literature and prepare a building classification scheme (MBT identification) based upon the review.
Explore Google Earth and Google Street View.
Implement GIS.
Calculate (X,Y) coordinates of buildings to inspect.
Introduce the coordinates into the GPS memory card.
Load building contours in portable system.
Print some screenshots for in-field support.
Workshop: Training of operators and testing of devices.

(2) In-field survey:
Meet local experts to confirm the preliminary identification of MBT
Organize in groups of two people
Design optimum routes (every day)
Visit and inspect the buildings. Fill in the forms and take (linked) photos of each building.
Depurate and load the forms from the tablets to a common server
Exchange experiences in simple to improve the daily work

(3) Post-processing
Review all the forms (or a representative sample) for quality and consistency assessment
Merge all the forms into one single spatial database
Load and store all the photos
Validate data (spatial queries, statistics . . .)
Assess vulnerability using all the data collected in the field.

24 Y. TORRES ET AL.



Ta
bl

e 
11

. L
og

is
tic

s 
of

 a
n 

in
-fi

el
d 

su
rv

ey
 fo

r b
ui

ld
in

g 
in

sp
ec

tio
n 

in
 a

 d
ev

el
op

ed
 c

ou
nt

ry
. S

um
m

ar
y 

of
 th

e 
in

fo
rm

at
io

n 
pr

ov
id

ed
 b

y 
ex

pe
rt

s (
in

 ro
w

s)
. T

he
 w

or
k 

is
 d

iv
id

ed
 in

 th
re

e 
m

ai
n 

bl
oc

ks
: 

pr
el

im
in

ar
y 

w
or

k,
 in

-fi
el

d 
su

rv
ey

 a
nd

 d
at

a 
po

st
-p

ro
ce

ss
in

g.
 F

or
 e

ac
h 

on
e,

 a
n 

es
tim

at
io

n 
of

 h
um

an
 a

nd
 m

at
er

ia
l r

es
ou

rc
es

, t
im

e 
an

d 
co

st
 is

 p
ro

vi
de

d.
 T

im
e 

un
it 

is
 w

or
ki

ng
 d

ay
 (8

 h
rs

.);
 C

os
t 

un
it 

is
 e

ur
o;

 G
PS

 r
ef

er
s 

to
 h

an
dh

el
d 

G
PS

; T
ra

ns
po

rt
 r

ef
er

s 
to

 r
en

te
d 

ca
r; 

Av
g.

 C
os

t 
st

an
ds

 fo
r 

Av
er

ag
e 

Co
st

 o
f t

he
 a

m
ou

nt
s 

rig
ht

 a
bo

ve
.

PR
EL

IM
IN

AR
Y 

W
O

RK
IN

-F
IE

LD
 S

U
RV

EY
PO

ST
-P

RO
CC

ES
IN

G

TO
TA

L 
CO

ST
H

um
an

 R
es

.
M

at
er

ia
l R

es
.

Ti
m

e
Co

st
H

um
an

 R
es

.
M

at
er

ia
l R

es
.

Ti
m

e

Co
st

H
um

an
 R

es
.

Ti
m

e
Co

st
Tr

av
el

Fi
el

d 
w

or
k

O
ffi

ce
 w

or
k

Ag
gr

eg
at

ed

1
3

3 
la

pt
op

s 
8 

ta
bl

et
s

14
69

00
10

4 
tr

an
sp

or
t 

10
 la

pt
op

s
5

52
00

68
00

12
00

0
24

00
0

5
30

10
70

0
41

60
0

2
3

3 
la

pt
op

s 
2 

G
PS

10
18

20
0

4
1 

tr
an

sp
or

t 
2 

ta
bl

et
s

7
32

60
21

72
0

41
60

29
14

0
47

34
0

3
3

U
ns

pe
ci

fie
d

10
70

00
5

U
ns

pe
ci

fie
d

20
28

00
47

50
77

00
15

25
0

2
10

60
00

42
37

5
4

3
3 

la
pt

op
s 

8 
G

PS
25

92
50

12
2 

tr
an

sp
or

ts
 

2 
la

pt
op

s 
8 

ta
bl

et
s

20
34

00
17

68
0

22
60

23
34

0
6

30
12

20
0

44
79

0

*5
4

4 
la

pt
op

s 
1 

SW
 li

c.
5

11
55

0
9

8 
ta

bl
et

s
10

12
80

0
15

20
0

94
0

28
94

0
4

2
12

80
41

77
0

A
vg

. C
os

t
43

57
5 

€
**

6
2

1 
la

pt
op

15
23

70
2

2 
G

PS
 

2 
ta

bl
et

s
12

13
40

35
00

20
0

50
40

1
30

31
00

10
51

0

7
3

3 
la

pt
op

s 
4 

G
PS

10
40

50
4

1 
la

pt
op

 
4 

ta
bl

et
s

5
10

00
57

00
80

0
75

00
3

10
29

50
14

50
0

8
2

2 
la

pt
op

s 
4 

ta
bl

et
s

5
43

50
4

2 
tr

an
sp

or
ts

10
32

00
56

00
0

88
00

5
5

17
50

14
90

0

**
9

2
1 

la
pt

op
3

13
00

2
1 

tr
an

sp
or

t
17

34
00

84
50

70
0

12
55

0
2

5
19

00
15

75
0

A
vg

. C
os

t
13

91
5 

€

CO
M

M
EN

TS
: *

 E
ig

ht
 p

eo
pl

e 
tr

av
el

in
g.

 T
he

 a
ut

ho
r 

pr
op

os
es

 t
he

 u
se

 o
f a

 d
ed

ic
at

ed
 S

W
 fo

r 
da

ta
 c

ol
le

ct
io

n,
 w

hi
ch

 r
ed

uc
es

 t
he

 o
ffi

ce
 w

or
k 

du
rin

g 
th

e 
fie

ld
 c

am
pa

ig
n 

an
d 

th
e 

po
st

-p
ro

ce
ss

in
g.

 
**

Ex
am

pl
es

 t
ak

en
 fr

om
 a

 P
hD

 in
-fi

el
d 

re
se

ar
ch

 a
ct

iv
ity

. B
ud

ge
t 

w
as

 li
m

ite
d.

GISCIENCE & REMOTE SENSING 25



Ta
bl

e 
12

. L
og

is
tic

s 
of

 a
n 

in
-fi

el
d 

su
rv

ey
 f

or
 b

ui
ld

in
g 

in
sp

ec
tio

n 
in

 a
 d

ev
el

op
in

g 
co

un
tr

y.
 S

um
m

ar
y 

of
 t

he
 in

fo
rm

at
io

n 
pr

ov
id

ed
 b

y 
ex

pe
rt

s 
(in

 r
ow

s)
. T

he
 w

or
k 

is
 d

iv
id

ed
 in

 t
hr

ee
 m

ai
n 

bl
oc

ks
: p

re
lim

in
ar

y 
w

or
k,

 in
-fi

el
d 

su
rv

ey
 a

nd
 d

at
a 

po
st

-p
ro

ce
ss

in
g.

 F
or

 e
ac

h 
on

e,
 a

n 
es

tim
at

io
n 

of
 h

um
an

 a
nd

 m
at

er
ia

l r
es

ou
rc

es
, t

im
e 

an
d 

co
st

 is
 p

ro
vi

de
d.

 T
im

e 
un

it 
is

 w
or

ki
ng

 d
ay

 (8
 

hr
s.

); 
Co

st
 u

ni
t 

is
 e

ur
o;

 G
PS

 r
ef

er
s 

to
 h

an
dh

el
d 

G
PS

; T
ra

ns
po

rt
 r

ef
er

s 
to

 r
en

te
d 

ca
r; 

Av
g.

 C
os

t 
st

an
ds

 fo
r 

av
er

ag
e 

co
st

 o
f t

he
 a

m
ou

nt
s 

rig
ht

 a
bo

ve
.

PR
EL

IM
IN

AR
Y 

W
O

RK
IN

-F
IE

LD
 S

U
RV

EY
PO

ST
-P

RO
CC

ES
IN

G

Co
st

H
um

an
 R

es
.

M
at

er
ia

l R
es

.
Ti

m
e

Co
st

H
um

an
 R

es
.

M
at

er
ia

l R
es

.
Ti

m
e

Tr
av

el
Fi

el
d 

w
or

k
O

ffi
ce

 w
or

k
Ag

gr
eg

at
ed

H
um

an
 R

es
.

Ti
m

e
Co

st
TO

TA
L 

CO
ST

1
2

2 
la

pt
op

s 
4 

ta
bl

et
s

5
43

50
4

2 
tr

an
sp

or
ts

10
36

00
38

00
0

74
00

4
5

17
50

13
50

0

2
3

3 
la

pt
op

s 
3 

ta
bl

et
s

14
56

50
10

4 
tr

an
sp

or
ts

 
5 

ta
bl

et
s 

7 
la

pt
op

s

10
75

00
83

00
10

50
0

26
30

0
5

30
10

70
0

42
65

0

3
3

3 
la

pt
op

s 
2 

G
PS

10
18

20
0

4
1 

tr
an

sp
or

t 
2 

G
PS

 
2 

ta
bl

et
s

7
32

60
12

76
0

41
60

20
18

0
38

38
0

4
3

3 
la

pt
op

s 
6 

G
PS

15
59

75
6

3 
tr

an
sp

or
ts

 
2 

la
pt

op
s 

6 
ta

bl
et

s

10
30

00
10

92
0

14
00

15
32

0
3

10
29

50
24

24
5

5
3

3 
la

pt
op

s 
8 

G
PS

25
92

50
12

2 
tr

an
sp

or
ts

 
2 

la
pt

op
s 

8 
ta

bl
et

s

20
62

00
17

68
0

22
60

26
14

0
6

30
12

20
0

47
59

0

*6
3

3 
la

pt
op

s 
8 

G
PS

21
88

50
8

2 
tr

an
sp

or
ts

 
2 

la
pt

op
s 

8 
ta

bl
et

s

20
15

20
0

21
80

0
71

00
44

10
0

5
30

10
70

0
63

65
0

A
vg

. C
os

t
38

33
6 

€

N
ot

es
: C

O
M

M
EN

TS
: *

 E
ig

ht
 p

eo
pl

e 
tr

av
el

in
g.

 
U

si
ng

 r
em

ot
e 

se
ns

in
g 

fo
r 

se
is

m
ic

 v
ul

ne
ra

bi
lit

y 
es

tim
at

io
n:

 is
 it

 r
el

ia
bl

e?

26 Y. TORRES ET AL.



focus: the sole purpose of the activity reflected in the 
minimum estimate is to collect information in the 
most efficient way possible, relying on experts, while 
the second estimate includes a training component 
for the team of people collecting the data. In any case, 
all authors agree that building inspections should be 
carried out by two-person teams. Some experts 
reported it takes 5 minutes to inspect each building 
(about 100 buildings per day), while most claim that it 
takes at least 15 minutes to take measurements, 
photograph, and fill out all the fields on the form 
(about 30 buildings per day). One of the collaborators 
made an interesting point that should be taken into 
account: the fewer people involved in data collection, 
the higher the quality of the final product, as this will 
ensure the criteria applied are more consistent and 
homogeneous.

Regarding the professional profiles necessary, all 
collaborators agree that this type of study would 
require civil engineers, engineers/data scientists, 
assistants, and local experts. The most significant dis
crepancies are in the financial resources allocated to 
these professional profiles. For engineers, some 
authors propose fees of €120/hour, while others esti
mate €30/hour. The allowance for doctoral students 
ranges between €80/hour and €80/day, similar to that 
estimated for local experts. Regarding duration, some 
experts estimated significantly more time for prepara
tory work and proposed studying the area by explor
ing Google Street View and entering the coordinates 
of the buildings to be visited into the handheld GPS. 
Others, on the other hand, prioritized the post- 
processing phase, including debugging and control
ling the quality of the data collected. Other proposals 

argue that it is better to carry out some of these 
verifications while in the study city so that data can 
be retaken in case of errors or inconsistencies.

The proposed logistics for developing countries are 
summarized in Table 12. The average cost of these 
contributions is just over €38,000, but there are two 
outlier estimates in this distribution (a lower estimate 
at €13,500 and a higher one at €63,650). The main 
differences found when compared to the estimates 
for developed countries included, on the one hand, 
professional fees, which are reduced by half for local 
experts; and the allocation for students, for which some 
authors propose covering only their day-to-day living 
expenses. On the other hand, most estimates propose 
increasing the number of local experts, as building 
typologies in these countries are often specific to the 
local culture and traditional construction methods. 
They also propose extended data-collection periods 
to account for potential difficulties or contingencies. 
In this regard, one collaborator proposed including 
a local field assistant to provide logistical support dur
ing the entire data collection process. This is important 
because having a local assistant ensures having some
one who speaks the local language and can also con
siderably speed up the permit application process, 
which, in some countries, can be very problematic.

Figure 12 presents a breakdown of costs for each 
type of scenario. The two groups of estimates, with 
different average costs, are clearly visible. Overall, 
data collection is the most costly expense in terms 
of time, personnel, and travel to the study area.

Now we can compare the two estimates. The costs 
entailed in carrying out a field survey are significantly 
higher than those derived from the use of remotely 

Figure 12. Cost break-down of an in-field survey for building inspection in both, developed (left) and developing (right) countries. 
Each column represent the amount reported by each expert. The three colors indicate the partial cost that corresponds to each phase 
of the in-field survey (see legend). Columns are grouped to show clusters and extreme values.
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sensed data. The cost of the latter is estimated at 
€9,750, which is 70% of the average for the group of 
lower estimates (€13,915) and only 22% compared to 
the highest average (€43,575). As for the developing 
country scenario, the cost of a remote sensing survey 
would be the same, €9,750, and represents 25% of the 
estimate for a field survey (€38,336).

These results seems to show that the use of remote 
sensing allows for reducing the cost of an exposure 
and seismic vulnerability evaluation considerably.

Conclusions and proposal of a combined 
approach

In the present paper, we have shown that it is possible 
to generate an exposure and vulnerability database 
for 21 sample areas in the city of Port Prince using 
freely available aerial orthophotos and LiDAR. To do 
so, various spatial analysis methods and machine 
learning techniques were used to extract and classify 
data about 6,000 buildings, which were then assigned 
a vulnerability model. The seismic risk results 
obtained using this database prove its technical and 
economic feasibility.

Regarding the technical aspects of the methodol
ogy, we can conclude that:

(a) Using a stratified approach, even though is not 
common in the literature, enables to parame
terize the processes of analysis specifically for 
each urban pattern and allows for a better 
understanding of the results and the errors.

(b) Manually digitizing building footprints has pro
ven to be a highly accurate and relatively fast 
process, as we were able to digitize between 5 
and 13 buildings per minute (including labeling 
the roofing material). In contrast, footprints 
obtained using semi-automated OBIA pro
cesses have consistently produced worse 
results. However, these results are also valid 
and have a clear advantage: automated pro
cesses are faster and more suitable for analyz
ing large areas.

(c) Typically, OBIA processes are carried out using 
only spectral bands derived from images. This 
study includes two bands created using LiDAR 
(height and intensity) that have proven to be 
very useful in obtaining high accuracies when 

detecting roofs and roofing material (F1-Score 
of 95% and 99%).

(d) Building typologies were identified based 
mainly on the attributes roof height and roof
ing material. Creating predictive models with 
very few building attributes is a major advan
tage of remote sensing methods for MBT iden
tification. However, the classification of the 
building stock in two MBT (RC and MAndW) is 
limited and should be extended upon future 
work. Also, it is advisable to include the year of 
construction as an attribute in the exposure 
database to inform about the condition of the 
buildings.

(e) The most efficient classifier was the one cre
ated using SVM with a PUK kernel. The classifier 
reached overall accuracies between 74% and 
88%, depending on the urban pattern. To the 
best of our knowledge, the PUK kernel has not 
been used in this field of application. Despite 
these promising results, Port Prince is a singular 
scenario where the presence of metal roofs in 
both reinforced concrete buildings and 
masonry dwellings makes it difficult for predic
tive models to accurately distinguish between 
these two building types. This results in a slight 
overestimation of the number of masonry 
buildings, which is likely the main source of 
uncertainty in this study. It is a prediction 
error that should be addressed and minimized.

As for the feasibility analysis of the methodology, we 
can conclude that:

(a) The seismic exposure and vulnerability data
bases obtained using semi-automated pro
cesses are technically feasible for calculating 
seismic risk. Comparing these results with 
those obtained using vulnerability data gath
ered in the field (CNIGS DB) resulted in a MAPE 
of 7.55% for the damage estimate using the 
footprints obtained using OBIA automated pro
cesses, and 3.78% for the manually digitized 
footprints. These low error rates seem to indi
cate that the uncertainties accumulated 
throughout the building detection and seismic 
vulnerability evaluation process did not signifi
cantly influence the final step of damage 
assessment, which means that it is possible to 
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get high accuracies when estimating earth
quake damage in a complex scenario, such as 
the city of Port Prince. In other words: the 
accuracy of these results seems to prove the 
reliability of using exposure and vulnerability 
databases created with remote sensing and 
machine learning in seismic risk studies.

(b) Regarding economic feasibility, we found that 
conducting a seismic vulnerability study using 
remote sensing could reduce costs by between 
30% and 78% with respect to the cost of a field 
survey. In addition to being considerably less 
expensive, the remote sensing study may be 
scaled exponentially without incurring signifi
cantly higher costs. If we compare the esti
mated periods required to perform each job, 
we see that the remote sensing study would 
only take between 13% and 60% of the time 
estimated for an in-field building inspection.

In light of these results, it seems possible to con
clude that creating seismic exposure and vulnerabil
ity databases using remote sensing is feasible and 
cost-efficient in both developed and developing 
countries.

Finally, after carrying out this research, it may seem 
obvious to propose remote sensing rather than tradi
tional field campaigns, as the most appropriate way to 
analyze vulnerability in cities. However, we believe that 
the best option is a combination of the two, in which an 
interdisciplinary team of experts in Civil Engineering, 
Architecture, and Engineering/Data Science could work 
together, as pointed out by the scientific community 
(e.g. Taubenböck et al. 2009; Wieland 2013; Stepinac and 
Gasparovic 2020). To this end, we propose a process 
composed of five key phases:

(1) A preliminary qualitative study of the city using 
satellite, aerial, or terrestrial images. Several 
free sources are available for this purpose: 
Landsat, ASTER-GDEM, PNOA, Sentinel, Google 
Earth, Google Street View . . .

(2) Stratifying the city into homogeneous urban 
patterns according to the size and layout of its 
buildings, the width and regularity of the road 
network, the presence of vegetation, the 
approximate age of the buildings, etc.

(3) Generating Building Footprints. This can be 
done by consulting official sources where 

these have already been generated (cadaster, 
census, statistics institute, etc.) or other sources 
such as OSM. If no such sources are available, 
the footprints need to be digitized or obtained 
by segmenting high-resolution images. This 
will likely require acquiring data from optical 
images and 3D information (LiDAR or Radar).

In this step, a decision is made about whether a field 
campaign for sampling is necessary.

(4) If it is determined to be necessary, the campaign 
would be designed based on all the information 
obtained in the previous steps. The survey 
would not be carried out to collect information 
about every building, but only about buildings 
in a particular part of the city (due to the diffi
culty of identifying a certain typology with 
remote sensing or applying analysis techniques 
in a specific area) that would be determined in 
advance. This allows for considerable cost sav
ings and optimized planning.

(5) Calculating footprint attributes and applying 
predictive models for classifying building typol
ogy. Finally, each typology is assigned 
a vulnerability model.

The product derived from this procedure would be 
a highly accurate exposure and vulnerability data
base for the city created by combining remote sen
sing analysis with a targeted field survey, thereby 
optimizing costs and time. This would be consistent 
with the above-mentioned Sendai Framework 
objectives regarding expanding the number of 
countries, especially developing countries, which 
analyze seismic risk to propose DRR measures. This 
is, in turn, in line with the SDG nr. 11.B. In addition, 
it would promote the use of open-access data 
sources, which, far from being a detriment to any 
country, contributes to its development and inter
national positioning. By making their data available, 
countries would help minimize the difficulties that 
lack of information poses to understanding risk, as 
the UN has pointed out.
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