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ESCUELA POLITÉCNICA SUPERIOR

A methodology for the visual comprehension
of Big Data

ANA LAVALLE LÓPEZ
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aśı como testear e implantar en proyectos con clientes finales algunas de
las soluciones desarrolladas en el seno de la presente tesis.

De mi paso por Lucentia Lab, me llevo no solo la inmensa experiencia
profesional, sino también el apoyo y cariño recibido de todos sus empleados
y directivos. A todos ellos, les estoy muy agradecida, en especial a Miguel
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Resumen

En una era donde el análisis de Big Data está a la orden del d́ıa, la anaĺıtica
visual se convierte en un componente clave. Sin embargo, establecer unos
objetivos anaĺıticos y encontrar las visualizaciones que mejor se adapten
a un contexto determinado es una tarea desafiante, especialmente cuando
se trata con usuarios no expertos en visualización de datos. El uso de un
tipo de visualización inadecuado puede llevar a malinterpretar los datos y
a tomar decisiones equivocadas, provocando pérdidas significativas.

Por ello, el objetivo principal de la presente tesis doctoral es definir una
metodoloǵıa que agrupe una serie de técnicas y aproximaciones para me-
jorar la comprensión visual de Big Data. En concreto, se han analizado las
necesidades actuales en la toma de requisitos para la generación de visua-
lizaciones y se ha propuesto una metodoloǵıa completa, desde la definición
de requisitos hasta la implementación de visualizaciones, que gúıa al usua-
rio en la definición de sus objetivos anaĺıticos y genera automáticamente
la mejor visualización para cada uno, agrupando dichas visualizaciones en
cuadros de mandos.

La metodoloǵıa está compuesta por (i) un modelo de requisitos de usua-
rio, (ii) un modelo de perfilado de datos que extrae de forma semiautomáti-
ca información sobre las caracteŕısticas de las fuentes de datos y (iii) un
modelo de visualización de datos. Nuestra propuesta ha sido evaluada y
aplicada en distintos ámbitos, tales como ciudades inteligentes, procesos
de producción industrial y entornos sanitarios. Además, con los resultados
obtenidos y que se presentan en el trabajo, podemos concluir que se lo-
gra el objetivo principal del estudio, ya que, en ĺınea con los experimentos
realizados en el núcleo de la presente tesis doctoral, nuestra propuesta:
(i) permite a los usuarios cubrir más cuestiones anaĺıticas; (ii) mejora el
conjunto de visualizaciones generadas; (iii) produce una mayor satisfacción



general en los usuarios.
La investigación realizada en la presente tesis doctoral ha dado como

resultado diferentes art́ıculos cient́ıficos que han sido presentados en con-
gresos internacionales y revistas cient́ıficas de alto impacto, es por ello por
lo que se elige presentar la tesis doctoral por compendio de publicaciones.

Palabras clave: big data; anaĺıtica de datos; requisitos de usuario; visua-
lización de datos; cuadros de mando; inteligencia artificial; arquitectura
dirigida por modelos.



Abstract

Big Data Analytics is continuously growing, especially since the last deca-
de, and Visual Analytics have become a key component in order to analyze
it. However, defining analytical goals and using the most suitable visualiza-
tions is a complex task, especially for non-expert users in data visualization.
Consequently, it is possible that graphics are misinterpreted, contributing
to making wrong decisions that lead to missed opportunities.

Therefore, the main goal of this doctoral thesis is to define a methodo-
logy that groups a series of techniques and approaches to improve the visual
understanding of Big Data. Specifically, the current needs in the taking of
requirements for the generation of visualizations have been analyzed and a
complete methodology has been proposed, from the definition of the user
requirements to the implementation of the visualizations. This methodo-
logy guides the user in the definition of their analytical goals and auto-
matically generates the best suited visualization for each goal by grouping
them into dashboards.

The methodology is composed by; (i) a User Requirements Model, (ii) a
Data Profiling Model that semi-automatically extracts information about
the characteristics of the data sources, and (iii) a Data Visualization Mo-
del. Our proposal has been evaluated and applied in different areas such
as: Smart Cities, industrial production processes, and health environments.
Furthermore, with the results obtained and presented in this work, we can
conclude that the main goal of this doctoral thesis is achieved since, in
line with the experiments carried out in the core of this doctoral thesis,
our proposal; (i) allows users to cover more analytical questions, (ii) im-
proves the set of generated visualizations, and improves (iii) the overall
satisfaction of the users.

As a result of the research carried out in this doctoral thesis, nume-



rous scientific articles have been obtained and presented in international
congresses and high impact journals. That is why this doctoral thesis is
presented by a compendium of articles.

Keywords: big data; data analytics; requirements engineering; data vi-
sualization; dashboards; artificial intelligence; model-driven architecture.
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Caṕıtulo 1

Introducción

1.1. Motivación

Los datos están creciendo continuamente, especialmente desde la última
década. En esta nueva era de Big Data Analytics, se ha generado un interés
creciente tanto desde mundo académico como desde la industria [45].

El Big Data, definido principalmente como datos con un gran volumen,
variedad, velocidad, veracidad y valor, se ha convertido en un área de
investigación fundamental [44]. El interés por ellos ha aumentado en las
diferentes fases del ciclo de vida de los datos: desde el almacenamiento
hasta el análisis, limpieza o integración y, por supuesto, la visualización.

Por parte de la industria, los avances en las tecnoloǵıas de la informa-
ción llevan a las organizaciones a aumentar su valor comercial y a buscar
ventajas competitivas a través de la recopilación, almacenamiento, proce-
samiento y análisis de grandes cantidades de datos, en muchas ocasiones
heterogéneos y generados a un ritmo cada vez mayor [22].

El concepto ha ganado una notoriedad significativa durante los últimos
años, ya que, con los avances tecnológicos, muchas áreas de negocio pueden
beneficiarse de este fenómeno. El análisis de datos desempeña un papel
esencial en diversos sectores, tales como la inteligencia de negocio, sistemas
de recomendación, sanidad, ciudades inteligentes, transporte, maquinaria
industrial, detección de fraude, publicidad web y marketing entre otros
[37].

El Big Data como tema de investigación enfrenta innumerables desaf́ıos
y la visualización de datos se está convirtiendo en un elemento estratégico
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para la exploración de grandes conjuntos de datos debido al gran impacto
que estos tienen [2]. El uso de unas visualizaciones adecuadas es crucial
para extraer información precisa de los datos y guiar a los usuarios de
estas a tomar decisiones mejor informadas.

De hecho, según [4], el tamaño del mercado global de visualización de
datos se situó en 8,85 mil millones de dólares en 2019 y se prevé que alcance
los 19,20 mil millones de dólares en 2027. La evolución de las técnicas de
análisis y visualización se encuentra en el centro de las estrategias comer-
ciales, y cada vez más ĺıneas de investigación se centran en la visualización
de datos.

Según una encuesta de Salesforce [43], el 76 % de grandes empresas coin-
ciden totalmente en otorgarle un gran valor a las herramientas anaĺıticas
para obtener información estratégica a partir de los datos.

Una representación eficaz, eficiente e intuitiva de los datos a analizar
puede resultar tan importante como el propio proceso anaĺıtico [9]. Sin
embargo, elegir e implementar las visualizaciones más adecuadas para ca-
da conjunto de datos es una tarea realmente complicada, especialmente
cuando se trabaja con Big Data. En estos escenarios, es común encontrar
fuentes de datos heterogéneas que requieren un amplio conocimiento de
los datos subyacentes para crear una visualización adecuada [8]. Además,
el uso de un tipo de visualización inadecuado puede llevar a malinterpre-
tar los datos y tomar decisiones equivocadas. Algunos tipos de gráficos no
son recomendables para comunicar cierto tipo de información, y pueden
surgir problemas a la hora de interpretar los datos. Por ejemplo, utilizar
un gráfico circular para comparar demasiadas variables puede dificultar el
visionado de los valores de dichas variables.

Por lo tanto, encontrar la visualización que mejor se adapte a un contex-
to determinado es una tarea desafiante, y el problema se agrava cuando los
usuarios no son expertos en visualización de datos, cosa que es habitual,
incluso es común que no tengan una idea clara de los objetivos para los
que están construyendo las visualizaciones.

1.2. Definición del problema

A pesar del interés mostrado, elegir e implementar las visualizaciones más
adecuadas para cada contexto sigue siendo todo un reto, especialmente
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cuando se trabaja con Big Data y con usuarios no expertos en visualización
de datos.

En estos escenarios, es habitual encontrar fuentes de datos heterogéneas
que exigen un amplio conocimiento de los datos subyacentes para crear
una visualización adecuada [8]. Esto requiere un gran esfuerzo por parte
de los usuarios de las visualizaciones, que muy probablemente no sepan
exactamente qué tipo de información quieren extraer de los datos o cuál
seŕıa el mejor tipo de visualización a utilizar.

En consecuencia, cabe la posibilidad de que los gráficos sean malinter-
pretados. El uso de un tipo de visualización inadecuado puede llevar a
malinterpretar los datos y tomar decisiones equivocadas que provoquen
pérdidas significativas. [20] defiende que una de las razones de la falta de
visualizaciones avanzadas son los usuarios, ya que a menudo no saben cómo
representar sus datos. [7] afirma que los motivos de los problemas con las
visualizaciones pueden ser dobles: por la codificación (causada por el di-
señador/desarrollador de la visualización), o por la decodificación (causada
por el lector/usuario), es decir, los problemas que puede tener el usuario
de la visualización en la interpretación de esta.

Es fundamental considerar los posibles riesgos y errores que se pueden
cometer durante el diseño y generación de visualizaciones. [39] señala que
el proceso de renderizado puede introducir incertidumbre en tres áreas:
en la recopilación de datos, errores algoŕıtmicos, y exactitud y precisión
computacional. Además, en [21] los autores identifican como posibles fuen-
tes de incertidumbre en la representación visual, la adquisición, el modelo,
la transformación y la visualización.

Otro aspecto cŕıtico es que, aparentemente, un gran conjunto de tipos
de visualizaciones puede ser igualmente válido para cualquier conjunto de
datos dado, lo cual se ha demostrado que es incorrecto [47]. Cada conjunto
de datos y cada análisis tiene sus caracteŕısticas particulares y no siempre
todos los tipos de visualización son válidos.

Para abordar este problema, algunos trabajos han propuesto diferentes
formas de encontrar la mejor visualización para cada análisis. [5] examina
las principales clasificaciones propuestas en la literatura y las integra en
un marco basado en seis requisitos de visualización. [10] propone un marco
para elegir la mejor visualización donde los principales tipos de gráficos
están relacionados con los objetivos de los usuarios y con la dimensionali-
dad, cardinalidad y el tipo de datos que soportan. Finalmente, [40] propone
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una clasificación más detallada de los tipos de datos y relaciona cada ti-
po común de gráfico con los objetivos de los usuarios con los que cumple
mejor.

Otro propuesta es SkyViz [19], un enfoque donde los usuarios definen
un contexto de visualización estructurado para automatizar la traducción
del contexto en una visualización adecuada. Sin embargo, tal y como re-
conocen los autores, definir un contexto de visualización desde cero puede
ser un desaf́ıo para los usuarios que habitualmente no son expertos en
visualización de datos.

A pesar del trabajo realizado en este campo, ninguno de los enfoques
mencionados proporciona metodoloǵıas o herramientas que orienten a los
usuarios no expertos desde la especificación de sus objetivos hasta la ge-
neración de visualizaciones y su agrupación en cuadros de mandos (dash-
boards) adecuados que faciliten la extracción de conocimiento.

Por otro lado, el uso de algoritmos de inteligencia artificial (IA) también
se ha convertido en un componente clave de muchos procesos. En estos
casos es crucial tener en cuenta el sesgo de los datos. Cuando este no se
advierte, puede afectar significativamente a la interpretación de los datos
y, en consecuencia, tener un impacto devastador en los resultados de la IA
[6].

Un área donde los sesgos pueden conducir a consecuencias mortales es
en la atención médica. Identificar como sano a un paciente con una enfer-
medad grave puede retrasar su tratamiento. En este sentido, [3] destaca
la existencia de sesgos como una de las amenazas más comunes para la
validez de la investigación en el ámbito de la salud.

Sin embargo, no solo la atención médica se ve afectada significativamen-
te por el sesgo de datos. Ha habido múltiples casos de aprendizaje sesgado
que han dado lugar a una controversia significativa. Por ejemplo, en la pla-
taforma LinkedIn, cuando se busca un contacto femenino, en ciertos casos
se recomienda un nombre masculino similar [14]. Otro caso controvertido
que ha aparecido en los titulares de prensa ha sido la aplicación de fotos
de Google, debido a que identificaba, erróneamente, a personas de color
como gorilas [34].

Como tal, el sesgo de datos se ha convertido en una preocupación im-
portante no solo en la comunidad cient́ıfica, también en grandes empresas
como Amazon, Facebook, Microsoft, Google e IBM, las cuales invierten
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recursos y esfuerzos para abordar el problema [46].
Se acepta ampliamente que el sesgo se puede clasificar en dos tipos.

Class Imbalance, cuando las clases no están representadas uniformemente
en los datos, es decir, algunas categoŕıas del conjunto de datos tienen una
representación más alta que el resto de categoŕıas; y Dataset Shift, cuando
la distribución de datos en el conjunto de datos de entrenamiento y de
prueba es diferente.

Autores de esta área han sugerido diferentes técnicas para abordar estos
problemas. Por lo general, proponen enfoques para tratar los problemas de
datos desequilibrados en las tres siguientes perspectivas [33]:

Perspectiva de datos: Se utilizan técnicas para reequilibrar artificial-
mente la distribución de datos, ya sea mediante un sobremuestreo
creando de más datos de las clases menos representadas [11] o bien,
submuestreando las clases mayoritarias eliminando datos de estas [18].

Perspectiva algoŕıtmica: En este caso se intentan ajustar los algorit-
mos durante el proceso de entrenamiento para mejorar su rendimiento
sobre conjuntos de datos sesgados [35].

Perspectiva mixta: Se utilizan perspectivas de datos y algoŕıtmicas
para determinar la predicción final [16].

Desafortunadamente, la mayoŕıa de los enfoques desarrollados hasta el
momento se centran principalmente en el aprendizaje automático y en el
reequilibrio de los conjuntos de datos sesgados. Sin embargo, ese enfoque no
siempre es válido, ya que dichas propuestas modifican la distribución de los
datos y se podŕıan descartar u ocultar aspectos importantes de los mismos.
Como argumenta [12], la equidad de las predicciones debe evaluarse en el
contexto de los datos.

Por consiguiente, se percibe la falta de un enfoque general que advierta
a los usuarios de la existencia de sesgos y permita analizarlos visualmente
desde diferentes perspectivas sin alterar el conjunto de datos.

Además, cuando se trabaja con inteligencia artificial es habitual añadir
aprendizaje automático predictivo para conocer si el proceso se está ejecu-
tando tan bien como se esperaba [42]. Estas técnicas a menudo se basan
en el uso de redes neuronales. La entrada de las redes neuronales suele ser
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el estado general del sistema (tuplas de datos generados por todo el siste-
ma) [48], mientras que la salida proporciona una clasificación binaria sobre
“el sistema está funcionando correctamente” o “habrá un problema”. Es
decir, las redes neuronales actúan como una caja negra, no proporcionan
información sobre la parte del sistema que va a producir el problema [15].

Por tanto, también es crucial completar la información proporcionada
por redes neuronales mediante detalles visuales sobre la evolución de los
datos del proceso. Estas visualizaciones permitirán identificar anomaĺıas
en ciertas partes del sistema. Aun aśı, la creación de tales visualizaciones
es algo trivial, debido al gran volumen de datos producidos en múltiples
magnitudes, lo que provoca que sea todo un desaf́ıo facilitar a los usuarios
solo la información necesaria sin sobrecargarla.

1.3. Hipótesis de partida y objetivos

Por lo tanto, según todo lo expuesto con anterioridad, la presente tesis doc-
toral parte de la hipótesis inicial de que es factible mejorar y sistematizar
las aproximaciones actuales para la visualización de Big Data.

En consecuencia, el objetivo de investigación de la presente tesis docto-
ral es definir una metodoloǵıa que aglutine una serie de técnicas y apro-
ximaciones para mejorar la comprensión visual de Big Data mediante los
siguientes objetivos espećıficos:

O1 - Definir una metodoloǵıa sistemática que permita derivar visuali-
zaciones orientadas a usuarios no expertos.

O2 - Definir un marco de requisitos que permita especificar de manera
clara los objetivos anaĺıticos que se persiguen.

O3 - Automatizar la obtención de las visualizaciones a partir del marco
de requisitos definido.

O4 - Aplicar y evaluar el impacto de las técnicas desarrolladas en dis-
tintas áreas.
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1.4. Método de trabajo

Dado que la presente tesis doctoral se publica mediante compendio de pu-
blicaciones, siguiendo la normativa establecida por la Escuela de Doctorado
de la Universidad de Alicante (Consejo de Gobierno de la Universidad de
Alicante de 29 de septiembre de 2020, BOUA de 16 de octubre de 2020),
se desarrollaron y publicaron diversos art́ıculos cient́ıficos para abordar los
objetivos previamente nombrados.

Durante la investigación se siguió una metodoloǵıa de trabajo basada
en la aproximación investigación-acción [32], llevando a cabo reuniones de
seguimiento periódicas entre la doctoranda y los directores, a fin de evaluar
los avances obtenidos hasta dicho momento. Posteriormente, una vez que
se intensificó la fase de prueba y testeo de las soluciones en entornos indus-
triales, en estas reuniones periódicas se incluyó al personal de la empresa
involucrado en los proyectos donde se testeaban las soluciones.

A continuación, la figura 1.1 resume las actividades principales desa-
rrolladas a lo largo de los cuatro cursos que han compuesto la presente
tesis doctoral para alcanzar los objetivos planteados. Donde se encuentra:
coloreado en gris el trabajo desarrollado en los cursos; coloreado en lila,
las actividades comunes de la escuela de doctorado; coloreados en naranja,
congresos nacionales e internaciones; coloreado en amarillo, la estancia de
investigación; coloreado en verde, la publicación de art́ıculos en revistas;
finalmente, en color rojo, el registro de una herramienta CASE.

Curso 17/18: En primer lugar, se llevaron a cabo las actividades co-
munes de la escuela de doctorado de la Universidad de Alicante. Esta
tarea esta formada por las cuatro actividades siguientes: herramien-
tas para la gestión y recuperación de la información; fines y objetivos
de la investigación; modelos de comunicación cient́ıfica; modelos de
transferencia del conocimiento. Simultáneamente, se realizó una revi-
sión del estado del arte de las aproximaciones para la visualización de
datos, permitiendo detectar problemas en el estado actual del campo
de estudio. Al finalizar el curso, se presentó un póster sobre el tra-
bajo desarrollado hasta el momento en las Jornadas del doctorado
en Informática de 2018, organizada por la Universidad de Alicante
[23]. En el mes de junio, comenzó la estancia de investigación en la
Universidad de Bolonia, que se extendió hasta octubre del siguiente
curso.
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Curso 17/18

Sep. Nov. Enero Marzo Mayo JulioOct. Dic. Febrero Abril Junio Agosto

Curso 18/19

Curso 19/20

Curso 20/21

Defensa
Tesis

Estancia

Estancia

Revisión estado del arte

Desarrollo de la propuesta / escritura artículos / envío artículos

Aplicación de la propuesta / depuración de la propuesta / escritura artículos / publicación artículos

Evaluación de la propuesta / escritura artículos

RE 19 DOLAP 20 Sustainability

Inf. Softw. Technol.

SensorsJISBD 19

Beca predoctoral IPI 03-18

Beca predoctoral IPI 03-18

Beca predoctoral IPI 03-18

Beca predoctoral IPI 03-18

ER 19

Actividades formativas comunes de la Escuela de Doctorado JDI 18

JDI 19

Grafik

Figura 1.1: Linea temporal del las actividades desarrolladas

Curso 18/19: Los conocimientos adquiridos en la estancia sirvieron
para desarrollar una primera aproximación donde se definió el marco
conceptual de la metodoloǵıa de generación de visualizaciones. Se de-
sarrolló la propuesta, se escribieron art́ıculos cient́ıficos y se enviaron
a distintos congresos de alto impacto. Finalmente, coincidiendo con la
clausura del curso, se realizó una presentación del trabajo desarrolla-
do hasta ese momento en las Jornadas del doctorado en Informática
de 2019 organizadas por la Universidad de Alicante [24].

Curso 19/20: Se presentaron distintos art́ıculos en congresos cient́ıfi-
cos de gran relevancia, tanto nacionales como internacionales. El pri-
mer art́ıculo se presentó en las Jornadas de Ingenieŕıa del Software y
Bases de Datos (JISBD 2019) [25], celebradas en Cáceres (España)

28



del 2-4 de septiembre. A finales del mismo mes, del 23-27 de sep-
tiembre, se presentó el art́ıculo [28] en el 27th IEEE International
Requirements Engineering Conference (RE 2019) en Jeju (Corea del
Sur). Del 4-7 de noviembre se presentó el art́ıculo [26] en el 38th Inter-
national Conference on Conceptual Modeling (ER 2019) en Salvador
de Bah́ıa (Brasil). El 30 de marzo de 2020 se presentó el art́ıculo [27]
en el 22nd International Workshop On Design, Optimization, Langua-
ges and Analytical Processing of Big Data (DOLAP 2020), celebrado
en Copenhague (Dinamarca), que debido a la pandemia COVID-19
finalmente se realizó online.

Paralelamente, durante ese curso, se continuó trabajando en la am-
pliación de la propuesta, aplicándose en distintos escenarios y entornos
industriales, lo que nos permitió descubrir nuevas necesidades y de-
purarla. Al final del curso, se publicó en el mes de julio el art́ıculo [31]
en la revista Sustainability, y en agosto, el art́ıculo [30] en la revista
Sensors.

Curso 20/21: En el último curso de la tesis, se registró la propie-
dad intelectual de la herramienta Grafik en el Servicio de Transfe-
rencia de Resultados de Investigación de la Universidad de Alicante.
Se desarrolló el art́ıculo cient́ıfico [29] que conteńıa una evaluación de
la propuesta y fue publicado en la revista Information and Softwa-
re Technology. Finalmente, se preparó la presente tesis doctoral y su
defensa.

1.5. Resultados

Las tesis doctorales por compendio de publicaciones reproducen de forma
ı́ntegra y literal los resultados de investigación que han sido publicados en
revistas indexadas, caṕıtulos de libros o congresos de alto impacto. Por
tanto, en las siguientes secciones sintetizamos las publicaciones resultantes
del trabajo desarrollado que compone la presente tesis doctoral.

Para resumir de forma visual el trabajo desarrollado en cada caṕıtulo,
el cuadro 1.1 recoge los objetivos abordados en cada uno de los diferentes
art́ıculos y el caṕıtulo que lo recoge de forma ı́ntegra y literal. Por su
parte, la figura 1.2 resume las principales aportaciones de cada una de las
publicaciones.
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Cuadro 1.1: Alcance en cada caṕıtulo de los objetivos definidos

O1 O2 O3 O4
Caṕıtulo 4 (RE 2019) ++ ++ ++ +
Caṕıtulo 5 (ER 2019) ++ ++ ++ +
Caṕıtulo 6 (Sustainability) + + + ++
Caṕıtulo 7 (Sensors) + + + ++
Caṕıtulo 8 (Inf. Softw. Technol.) ++
Caṕıtulo 9 (DOLAP 2020) + + + ++

RE 2019

ER 2019

DOLAP 2020

Sustainability

Sensors

Information and
Software

Technology

Formalización de la
captura de requisitos y

especificación de
visualizaciones

Alineación con MDA

Aplicación en ciudades
inteligenes

Aplicación en procesos
industriales

Evaluación

Aplicación para
la detección visual de

sesgos en datos

Figura 1.2: Principales aportaciones de cada publicación

1.5.1. Śıntesis de Visualization Requirements for Business In-
telligence Analytics: A Goal-Based, Iterative Framework
(RE 2019)

El problema fundamental al que nos enfrentamos consiste en ayudar a los
usuarios no expertos a obtener sus visualizaciones. Para ello, el primer paso
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consiste en disponer de una aproximación que permita obtener visualiza-
ciones. En este sentido, como hemos visto anteriormente, existen distintas
técnicas, si bien ninguna de ellas cubre por completo las necesidades de los
usuarios. Como base de este trabajo, partimos de la aproximación presen-
tada en [19] en la que se propone SkyViz, un enfoque donde los usuarios
definen un contexto de visualización estructurado basado en siete coor-
denadas, con el fin de automatizar la traducción del contexto en una vi-
sualización adecuada. Sin embargo, como reconocen los autores, definir un
contexto de visualización desde cero puede ser un desaf́ıo para los usuarios
que habitualmente no son expertos en visualización de datos.

Es por ello por lo que en el comienzo de nuestro trabajo, tal y como se
refleja en el caṕıtulo 4, se complementa SkyViz con la definición de un enfo-
que de modelado iterativo basado en objetivos y haciendo uso del lenguaje
i* [13]. A su vez, se han definido un conjunto de pautas y gúıas para cap-
turar las necesidades de los usuarios y poder aśı derivar las visualizaciones
de datos más adecuadas.

Nuestra propuesta proporciona: (i) una secuencia de pautas y gúıas
para ayudar a usuarios no expertos a definir sus objetivos y alcanzarlos,
haciendo uso de las fuentes de datos disponibles; (ii) traduce los objetivos
del usuario en un contexto de visualización; (iii) extrae de forma semiau-
tomática información de las fuentes de datos a visualizar; (iv) proporciona
un diseño racional para cuadros de mando (dashboards). De esta forma, los
usuarios no expertos en visualizaciones pueden descubrir sus objetivos de
análisis, comunicarlos y obtener, con un esfuerzo limitado, las visualizacio-
nes que mejor se adapten a sus necesidades. Además, estas visualizaciones
se agruparán en cuadros de mando para permitir a los usuarios monitorear
y medir sus objetivos de manera efectiva.

Para ello en este art́ıculo se propone: (i) una metodoloǵıa que abarca
todo el proceso; (ii) un metamodelo para la formalización de la especifica-
ción de los requisitos de las visualizaciones basado en i* en su versión 2.0
[13] y en la extensión de i* para almacenes de datos [36]; (iii) una serie de
gúıas y pautas para asistir a los usuarios en la metodoloǵıa; finalmente,
(iv) un analizador de fuentes de datos creado para extraer información de
forma semiautomática de las fuentes de datos.

Finalmente, la propuesta es llevada a la práctica con un ejemplo ilus-
trativo centrado en una compañ́ıa de recaudación de impuestos, lo que
permite evaluar la validez de nuestra propuesta.
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1.5.2. Śıntesis de Requirements-Driven Visualizations for Big
Data Analytics: A Model-Driven Approach (ER 2019)

Continuando con nuestro objetivo de brindar autonomı́a al usuario y, al
mismo tiempo, automatizar la obtención de visualizaciones a partir de un
marco de requisitos definido, en esta propuesta presentada en el caṕıtulo 5,
proseguimos con nuestro trabajo, proporcionándole a la metodoloǵıa una
alineación con arquitectura dirigida por modelos (MDA, acrónimo en inglés
de model-driven architecture) [38].

Se propone un enfoque basado en MDA para facilitar la anaĺıtica vi-
sual adaptada para usuarios no expertos en visualizaciones. El enfoque
se basa en tres modelos: (i) modelo de requisitos de usuario; (ii) modelo
de perfilado de datos; (iii) modelo de visualización de datos donde se re-
cogen detalles que deberán representar las visualizaciones, independiente-
mente de la tecnoloǵıa seleccionada para su implementación. Junto a estos
modelos, se proponen un conjunto de transformaciones modelo-modelo y
modelo-texto que permiten obtener la implementación correspondiente de
forma semiautomática, evitando aśı la intervención de los usuarios no ex-
pertos en el proceso. De esta forma, los usuarios no necesitan centrarse
en las caracteŕısticas de las visualizaciones, solo lo harán en sus requisitos
de información y obtendrán las visualizaciones que mejor se adapten a sus
necesidades.

Siguiendo los principios básicos de MDA, se definen las siguientes capas
y transformaciones:

Capa CIM: Contiene el modelo de requisitos de usuario cuyo princi-
pal objetivo es capturar las necesidades anaĺıticas de los usuarios y
determinar qué tipos de visualizaciones necesitan para alcanzarlos.

Capa PSM: Contiene el modelo de perfilado de datos el cual extrae
información, de forma semiautomática, sobre las caracteŕısticas de las
fuentes de datos seleccionadas en el modelo de requisitos de usuario.

Transformación modelo-modelo: La información proveniente del mo-
delo de requisitos de usuario y del modelo de perfilado de datos se
transforma generando el modelo de visualización de datos.

Capa PIM: Contiene el modelo de visualización de datos. Este modelo
permite a los usuarios especificar detalles de visualización indepen-
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dientemente de la tecnoloǵıa utilizada para la implementación. Tam-
bién permite determinar si las visualizaciones propuestas cumplen con
los requisitos esenciales para los que fueron creadas y si contribuyen
a alcanzar los objetivos de los usuarios.

Transformación modelo-texto: Tiene como entrada el modelo de vi-
sualización de datos y transforma cada elemento de la especificación
de visualización en texto a nivel de código para la biblioteca gráfica
seleccionada.

Gracias a la alineación con MDA, los tomadores de decisiones obtienen
las visualizaciones que mejor se adaptan a sus necesidades y a los da-
tos disponibles de forma semiautomática. Esta propuesta permite refinar
gradualmente las visualizaciones hasta obtener su implementación ideal.
Asimismo, otorga independencia a los usuarios de los aspectos técnicos
subyacentes a las visualizaciones y y les deja centrarse en sus objetivos
anaĺıticos.

Finalmente, se presenta un caso de estudio basado en una compañ́ıa de
recaudación de impuestos.

1.5.3. Śıntesis de Improving Sustainability of Smart Cities th-
rough Visualization Techniques for Big Data from IoT
Devices (Sustainability)

Una vez definimos la propuesta, pasamos a aplicarla a distintos escenarios
del mundo real. Esto nos permite comprobar la efectividad de la metodo-
loǵıa e incorporar elementos que no se hab́ıan tenido en cuenta.

En el caṕıtulo 6 nos centramos en el ámbito de las ciudades inteligentes
(Smart Cities) con el objetivo de resaltar el valor que se puede extraer de
los datos generados en ellas.

Como sucede en cualquier proyecto de Big Data, es necesario capturar,
almacenar, procesar y analizar grandes cantidades de datos de diferentes
fuentes para transformarlos en conocimiento útil para los usuarios. El ob-
jetivo principal de este trabajo es proporcionar una metodoloǵıa que ayude
a los responsables de las ciudades a tomar decisiones que estén respalda-
das por los datos, conduciendo aśı a la ciudad hacia un crecimiento más
sostenible.

En nuestros trabajos anteriores [28] [26] definimos una metodoloǵıa que
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ayuda y gúıa a los usuarios a definir y alcanzar sus objetivos. En este
art́ıculo se muestra cómo nuestra propuesta es aplicada al contexto de las
Smart Cities, explotando conjuntos de datos reales y combinándolos con
algoritmos de inteligencia artificial. Además, se mejoran las propuestas an-
teriores, incorporando elementos requeridos para procesar datos en tiempo
real. Y finalmente, se representa la información a los usuarios de manera
que sirva de ayuda para comprender mejor el resultado de algoritmos de
inteligencia artificial.

Aśı pues, las ventajas de esta propuesta se resumen en: (i) ayuda a los
usuarios a definir sus objetivos y alcanzarlos a través de la toma de decisio-
nes respaldadas por visualizaciones históricas y en tiempo real; (ii) ayuda
a comprender visualmente el resultado de los algoritmos de inteligencia
artificial; (iii) permite a los usuarios recopilar evidencias para tomar de-
cisiones estratégicas y tácticas en el contexto de las Smart Cities. Sin los
beneficios introducidos por esta propuesta, seŕıa dif́ıcil para los usuarios
comprender el estado en el que se encuentran sus procesos, y aśı poder
tomar las mejores decisiones en relación a ellos.

Para evaluar el impacto de la propuesta, se presenta un caso de estudio
basado en la gestión de llamadas del departamento de bomberos de la
ciudad de San Francisco [1]. También se ha realizado un experimento con
12 usuarios no expertos en visualización de datos.

1.5.4. Śıntesis de Fostering Sustainability through Visualiza-
tion Techniques for Real-Time IoT Data: A Case Study
based on Gas Turbines for Electricity Production (Sen-
sors)

La realización de la tesis doctoral en colaboración con la empresa Lucentia
Lab nos ha brindado la posibilidad de testear e implantar propuestas teóri-
cas en proyectos con clientes finales. En este caso, el art́ıculo presentado
en el caṕıtulo 7, muestra la aplicabilidad de nuestro enfoque en un caso
de estudio real de una empresa de producción de electricidad mediante
turbinas de gas.

En él se propone un enfoque metodológico para monitorear maquina-
ria industrial a través de técnicas de visualización basadas en datos en
tiempo real provenientes del internet de las cosas (IoT, acrónimo en inglés
de Internet of Things). El objetivo principal de este trabajo es ayudar a
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usuarios no expertos en visualizaciones de datos a localizar y comprender
visualmente fallos de los sistemas que podŕıan surgir en un proceso de pro-
ducción, permitiéndoles aśı tomar las decisiones más sostenibles en cada
situación a través de técnicas de visualización para datos en tiempo real.

Además, en este escenario se trabaja con redes neuronales, las cuales
actúan como una caja negra, sin proporcionar información sobre la parte
del sistema donde se podŕıa producir un fallo. Por tanto, en este enfoque
también se completa la información proporcionada por las redes neuronales
mediante visualizaciones sobre la evolución de los datos del proceso, lo que
permitirá identificar anomaĺıas en las distintas partes del sistema.

En este art́ıculo, (i) se muestra nuestra propuesta aplicada al contexto
de la maquinaria industrial; (ii) se ampĺıa nuestro metamodelo de especi-
ficación de visualizaciones, agregando nuevos elementos para adecuarlo a
escenarios en tiempo real; (iii) proporcionamos una metodoloǵıa novedosa
para monitorear maquinaria industrial dividida en dos fases (la primera
realizada antes del inicio proceso de producción y la segunda ejecutada
durante el proceso de producción). Esta metodoloǵıa (a) permite a los
usuarios definir los objetivos y requisitos del proceso de producción; (b)
deriva automáticamente el tipo de visualización más adecuado para cada
contexto; (c) ayuda a los usuarios a comprender visualmente el resultado de
los modelos de inteligencia artificial; (d) proporciona visualizaciones para
ayudar a los usuarios a tomar la decisión más sostenible en cada situación.

Con el fin de probar y demostrar la aplicabilidad de nuestra propuesta,
se presenta un caso de estudio basado en turbinas de gas para la generación
de electricidad. Estas turbinas recopilan datos procedentes de 80 sensores
en tiempo de ejecución.

La complejidad de los datos, la velocidad a la que se generan y la im-
portancia de detectar fallos brindan un escenario perfecto para probar que
el enfoque presentado mejora la sostenibilidad del proceso, es decir, mejora
el rendimiento del proceso al evitar la ruptura de las máquinas. Gracias
a las visualizaciones generadas, los operadores de la maquinaria podrán
monitorear la calidad de los sistemas, ayudarán a prevenir aveŕıas en las
máquinas, a identificar si el proceso de producción está funcionando tan
bien como se esperaba y a comprender y correlacionar los resultados de
algoritmos de IA.
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1.5.5. Śıntesis de A Methodology to Automatically Translate
User Requirements Into Visualizations: Experimental
Validation (Inf. Softw. Technol.)

Habiendo aplicado la propuesta en distintos escenario del mundo real, con
el objetivo de evaluar el impacto real percibido por los usuarios, el caṕıtulo
8 se centra en la evaluación de la propuesta.

En este art́ıculo se presenta la metodoloǵıa completa de definición de ob-
jetivos y derivación de visualizaciones, desde la definición de los requisitos
del usuario hasta la implementación de las visualizaciones. En él se propo-
nen los modelos presentados en trabajos anteriores: el modelo de requisitos
de usuario [28], para capturar las necesidades anaĺıticas de los usuarios; el
modelo de perfilado de datos [26], para extraer de forma semiautomática
las caracteŕısticas de las fuentes de datos y el modelo de visualización de
datos [26].

Para evaluar el impacto de nuestra propuesta, se ha presentado un ejem-
plo ilustrativo y se han realizado una serie de experimentos con usuarios no
expertos en visualización de datos. Los experimentos fueron levados a cabo
por 97 participantes, entre ellos 84 estudiantes de ingenieŕıa informática
y 13 empleados de una empresa tecnológica, todos ellos no expertos en
visualización de datos. Estos experimentos confirmaron la validez de nues-
tra propuesta, ya que se demostró que nuestra metodoloǵıa, (i) permite
a los usuarios cubrir más cuestiones anaĺıticas; (ii) mejora el conjunto de
visualizaciones generadas; (iii) produce una mayor satisfacción general en
los usuarios.

Por lo tanto, siguiendo nuestra propuesta, los usuarios no expertos en
visualizaciones de datos podrán expresar con mayor eficacia sus necesidades
anaĺıticas y obtener el conjunto de visualizaciones que mejor se adapte a
sus objetivos.

1.5.6. Śıntesis de An Approach to Automatically Detect and
Visualize Bias in Data Analytics (DOLAP 2020)

Finalmente, otro de los problemas presentados en la presente tesis docto-
ral y de gran actualidad se trata del manejo del sesgo. La mayoŕıa de los
enfoques desarrollados hasta el momento se centran principalmente en el
reequilibrio de los conjuntos de datos, pero esto no siempre es recomenda-
ble, es más, cuando este no se advierte, puede afectar notablemente a la
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interpretación de los datos, lo que provoca consecuencias nefastas.
En el caṕıtulo 9 se presenta un enfoque que complementa los trabajos

anteriores [26, 28] al incluir una aproximación para la detección y visuali-
zación de sesgos en la anaĺıtica de datos.

Concretamente se propone un enfoque que incluye un algoritmo novedo-
so para detectar sesgos en conjuntos de datos. Dicho algoritmo permite de-
tectar automáticamente sesgos en conjuntos de datos mediante un análisis
de estos, teniendo en cuenta el alcance del análisis. Además, se represen-
ta el resultado obtenido de forma visual, para que sea comprensible para
usuarios no expertos.

De esta manera, los usuarios pueden percibir no solo la existencia de
sesgos en sus conjuntos de datos, sino también cómo pueden estos afectar
a sus análisis y a los algoritmos de IA, evitando aśı resultados no deseados.

La gran ventaja de esta propuesta es que ayudamos a los usuarios a
comprender sus datos y tomar decisiones considerando el sesgos desde di-
ferentes perspectivas, sin alterar nunca el conjunto de datos. Además, los
usuarios pueden beneficiarse de la reducción del tiempo necesario para ins-
peccionar y comprender los sesgos existentes dentro de sus conjuntos de
datos y, al mismo tiempo, evitan que los sesgos pasen desapercibidos, con
los problemas que esto conlleva.
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Caṕıtulo 2

Publicaciones y visibilidad

2.1. Publicaciones

Como se ha comentado anteriormente, la presente tesis doctoral se publica
mediante compendio de publicaciones, siguiendo la normativa estableci-
da en el reglamento de régimen interno de la Escuela de Doctorado de la
Universidad de Alicante. Una tesis por compendio de publicaciones repro-
duce de forma ı́ntegra y literal los resultados de investigación de la tesis
doctoral que han sido publicados mediante art́ıculos cient́ıficos en revistas
indexadas, caṕıtulos de libros o congresos.

Como resultado de la investigación realizada en la presente tesis doctoral
se han elaborado diferentes art́ıculos que han sido presentados en congresos
internacionales y revistas cient́ıficas de alto impacto, es por ello por lo que
se elige defender la presente tesis doctoral por compendio de publicaciones.

Durante el periodo del doctorado, han sido publicados un total de 7
art́ıculos, 6 de los cuales forman parte del núcleo de la presente tesis doc-
toral. Además, una herramienta CASE (Computer Aided Software Engi-
neering) ha sido registrada y está en proceso de depuración con el objetivo
de realizar pruebas con usuarios antes de su licitación formal.

Las secciones 2.1.1 y 2.1.2 recogen información sobre la lista de congresos
y revistas en los que se han publicado nuestros art́ıculos.
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2.1.1. Congresos

Esta sección detalla los art́ıculos recogidos en las actas de los congresos
internacionales presentados en el cuadro 2.1, incluyendo información sobre
el nombre del congreso, la clasificación según GII-GRIN-SCIE (GGS) [17]
y según The Computing Research and Education Association of Australasia
(CORE) [41], aśı como la localización y las fechas en las que se celebró el
congreso.

Todos los congresos en los que se han publicado art́ıculos cuentan con
procesos de revisión por pares y han sido un punto clave en el desarrollo
de la investigación, ya que compartir el desarrollo de los trabajos con ex-
pertos en el dominio ha permitido descubrir nuevos puntos de vista. Estas
nuevas aportaciones han servido para explorar distintas ramas que se han
transformado en nuevos objetivos de investigación.

Cabe destacar que la clasificación proporcionada por GII-GRIN-SCIE
(GGS) [17] y la cual se detalla en la tercera columna del cuadro 2.1 (Conf.
Rating) fue actualizada por última vez el 30 de mayo de 2018, mientras que
la clasificación proporcionada por The Computing Research and Education
Association of Australasia (CORE) [41] fue actualizada en 2020.

Cuadro 2.1: Publicaciones presentadas en congresos

Congreso
Conf.

Rating
Ciudad/Páıs Fecha

C1
27th IEEE International

Requirements Engineering
Conference (RE 2019)

Clase 2
Core A

Jeju
Corea del Sur

23-27
Sep. 2019

C2
38th International

Conference on Conceptual
Modeling (ER 2019)

Clase 3
Core A

Salvador de Bah́ıa
Brasil

4-7
Nov. 2019

C3

22nd International Workshop
On Design, Optimization,
Languages and Analytical

Processing of Big Data
(DOLAP 2020)

Clase 2
Core B

Copenhague
Dinamarca

30
Marzo 2020

Los art́ıculos presentados en los distintos congresos se detallan a conti-
nuación aśı como el caṕıtulo que los recoge de forma ı́ntegra:

C1 - Visualization Requirements for Business Intelligence Analytics: A
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Goal-Based, Iterative Framework (Disponible en el caṕıtulo 4)

C2 - Requirements-Driven Visualizations for Big Data Analytics: A Model-
Driven Approach (Disponible en el caṕıtulo 5)

C3 - An Approach to Automatically Detect and Visualize Bias in Data
Analytics (Disponible en el caṕıtulo 9)

2.1.2. Revistas

Los art́ıculos publicados en revistas cient́ıficas encuentran su referencia en
el cuadro 2.2. La primera columna representa la identificación de la revista;
la segunda columna, el nombre de la revista junto con su ISSN; la tercera
columna muestra el factor de impacto por el Journal Citations Report
(JCR); la cuarta columna, el cuartil en el que se encuentra posicionada; la
quinta columna, la posición de la revista; la sexta, el área de conocimiento
en el que se encuentra posicionada; finalmente, el año en el que se ha
publicado.

Cabe destacar que dicha clasificación hace referencia al Journal Cita-
tions Report (JCR) publicado en el año 2019. Dicho reporte se publica
anualmente, aproximadamente en el mes de junio.

Cuadro 2.2: Publicaciones presentadas en revistas

Revista F.I. Cuartil Posición Área Año

J1
Sustainability

ISSN: 2071-1050
2,576 Q2 120/265

Environmental
sciences

2020

J2
Sensors

ISSN: 1424-8220
3,275 Q1 15/64

Instruments &
instrumentation

2020

J3
Information and

Software Technology
ISSN: 0950-5849

2,726 Q2 28/108
Comp. science,

soft. engineering
2021

A continuación se detallan los art́ıculos que han sido publicados en las
revistas previamente mencionadas y el caṕıtulo donde se reproduce de
forma ı́ntegra:

J1 - Improving Sustainability of Smart Cities through Visualization Tech-
niques for Big Data from IoT Devices (Disponible en el caṕıtulo 6)
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J2 - Fostering Sustainability through Visualization Techniques for Real-
Time IoT Data: A Case Study based on Gas Turbines for Electricity
Production (Disponible en el caṕıtulo 7)

J3 - A Methodology to Automatically Translate User Requirements Into
Visualizations: Experimental Validation (Disponible en el caṕıtulo
8)

2.2. Visibilidad

Con el objetivo de recoger las publicaciones y aumentar la repercusión de
la investigación, se crearon perfiles académicos en diversas plataformas. El
cuadro 2.3 recoge las direcciones de cada uno de los perfiles de la autora
de la presente tesis doctoral.

La estrategia para difundir y aumentar la visibilidad del trabajo publi-
cado ha aumentado el impacto de la investigación. Se ha obtenido un total
de 29 citas en Google Scholar y 15 citas en Scopus, a 15 de abril de 2021.

Cuadro 2.3: Perfiles de Ana Lavalle en bases de datos internacionales

Base de Datos URL

Scopus
https://www.scopus.com/authid/detail.

uri?authorId=57212223210

ORCID https://orcid.org/0000-0002-8399-4666

dblp https://dblp.org/pid/251/6230

Google Scholar
https://scholar.google.es/citations?

user=stUrU8cAAAAJ&hl=es&oi=ao

2.3. Proyectos de investigación relacionados

Asimismo, las publicaciones desarrolladas en la presente tesis doctoral se
han elaborado en el marco de varios proyectos de investigación que se
detallan en el cuadro 2.4.

El proyecto principal que proporciona el marco donde se ha desarrollado
la presente tesis doctoral es el proyecto ECLIPSE-UA (RTI2018-094283-
B-C32), financiado por el Ministerio de Ciencia, Innovación y Universida-
des. Este proyecto tiene como objetivo principal mejorar la calidad y la
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Cuadro 2.4: Proyectos que sustentan esta tesis doctoral

Acrónimo T́ıtulo Referencia Entidad

ECLIPSE-UA

Enhancing data qua-
lity and security for
improving business
processes and strate-
gic decisions in cyber
physical systems

RTI2018-
094283-B-
C32

Ministerio de Cien-
cia, Innovación y
Universidades

DQIoT

Development of the
framework of data
quality management
for vitalization of IoT
products - a case of
gas turbine

INNO-
20171060

Centro para el
Desarrollo Tec-
nológico Industrial
(CDTI), Ministe-
rio de Economı́a,
Industria y Compe-
titividad

Aether-UA

A smart data holistic
approach for context-
aware data analytics:
smarter machine lear-
ning for business mo-
delling and analytics

-
Ministerio de Cien-
cia, Innovación y
Universidades

Covid-IA

Big data e inteligen-
cia artificial para me-
jorar el diagnóstico de
los afectados por la
Covid-19

DECRETO
180/2020 de
la GVA

Conselleria de In-
novación, Universi-
dades, Ciencia y So-
ciedad Digital de la
Generalitat Valen-
ciana

seguridad de los datos para optimizar procesos comerciales y decisiones
estratégicas en sistemas ciberf́ısicos.

El proyecto DQIoT (INNO-20171060), financiado por el Centro para
el Desarrollo Tecnológico Industrial (Ministerio de Economı́a, Industria y
Competitividad), tiene como objetivo el desarrollo de un marco de gestión
de la calidad de datos para la mejora de productos de IoT, en el que cola-
boró el fabricante Siemens. Esta convocatoria Innoglobal financia proyectos
de acciones bilaterales entre entidades de Corea del Sur y España que ha-
yan superado superado la convocatoria de proyectos Europeos EUREKA.
En este caso concreto, el proyecto EUREKA es E!11737DQIOT.

El proyecto Aether-UA, financiado por el Ministerio de Ciencia, Inno-
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vación y Universidades tiene como objetivo el desarrollo de un enfoque de
anaĺıtica de datos para modelos de análisis de negocio mediante aprendi-
zaje automático. Un aspecto crucial de este proyecto es la visualización
de fuentes de Big Data y, la evolución de las investigaciones y tecnoloǵıa
desarrollada en el seno de la presente tesis doctoral son el punto de partida
de este proyecto.

Por último, el proyecto Covid-IA, concedido por la Conselleria de In-
novación, Universidades, Ciencia y Sociedad Digital de la Generalitat Va-
lenciana (GVA) (DECRETO 180/2020 de la GVA) tiene como objetivo el
desarollo de una propuesta que aplique Big Data e inteligencia artificial
para mejorar el diagnóstico de los afectados por la Covid-19. De nuevo,
una parte crucial en este proyecto es desarrollar cuadros de mando y vi-
sualizaciones para que el personal sanitario pueda interpretar los datos de
forma correcta y mejorar su toma de decisiones.

A modo de resumen, esta tesis doctoral se alinea con varios de los objeti-
vos de estos proyectos, ya que se ha creado una metodoloǵıa para el análisis
visual de Big Data que mejora procesos comerciales y sistemas ciberf́ısicos.
Se ha creado una aproximación para la mejora de sistemas de producción
mediante el análisis de datos de IoT, y la metodoloǵıa propuesta sirve para
abordar problemas como el diagnóstico de los afectados por la Covid-19.
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Parte II

Trabajos publicados
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Caṕıtulo 3

Compendio

El cuadro 3.1 recoge los art́ıculos seleccionados para la solicitud de presen-
tación de la tesis doctoral por compendio de publicaciones, aprobada por
la directora de la Escuela de Doctorado de la Universidad de Alicante a 4
de marzo de 2021.

La primera columna detalla el identificador de la publicación; la segunda
columna, el t́ıtulo de la publicación; la tercera columna, el impacto del con-
greso/revista donde fue publicado; finalmente, la última columna detalla
el caṕıtulo donde se reproduce una copia ı́ntegra y literal del art́ıculo.

Cuadro 3.1: Publicaciones que conforman el compendio

Id T́ıtulo Impacto Ubicación

C1
Visualization Requirements for Busi-
ness Intelligence Analytics: A Goal-
Based, Iterative Framework

Clase 2
Core A

Caṕıtulo 4

J1
Improving Sustainability of Smart Ci-
ties through Visualization Techniques
for Big Data from IoT Devices

Q2 Caṕıtulo 6

J2

Fostering Sustainability through Visua-
lization Techniques for Real-Time IoT
Data: A Case Study Based on Gas Tur-
bines for Electricity Production

Q1 Caṕıtulo 7

C3
An Approach to Automatically Detect
and Visualize Bias in Data Analytics

Clase 2
Core B

Caṕıtulo 9
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Caṕıtulo 4

Visualization Requirements
for Business Intelligence
Analytics: A Goal-Based,
Iterative Framework

Lavalle, A., Maté, A., Trujillo, J., & Rizzi, S. (2019, September). Visua-
lization Requirements for Business Intelligence Analytics: A Goal-Based,
Iterative Framework. In 2019 IEEE 27th International Requirements En-
gineering Conference (RE 2019) (pp. 109-119). IEEE.

Conference Rating por GII-GRIN-SCIE: Clase 2
Conference Rating por CORE: A

Disponible en:
DOI: https://doi.org/10.1109/RE.2019.00022
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Lucentia Research, DLSI, University of Alicante

Carretera San Vicente del Raspeig s/n, 03690
San Vicente del Raspeig, Alicante, Spain
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Stefano Rizzi
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Abstract—Information visualization plays a key role in business
intelligence analytics. With ever larger amounts of data that need
to be interpreted, using the right visualizations is crucial in order
to understand the underlying patterns and results obtained by
analysis algorithms. Despite its importance, defining the right
visualization is still a challenging task. Business users are rarely
experts in information visualization, and they may not exactly
know the most adequate visualization tools or patterns for their
goals. Consequently, misinterpreted graphs and wrong results
can be obtained, leading to missed opportunities and significant
losses for companies. The main problem underneath is a lack of
tools and methodologies that allow non-expert users to define
their visualization and data analysis goals in business terms.
In order to tackle this problem, we present an iterative goal-
oriented approach based on the i* language for the automatic
derivation of data visualizations. Our approach links non-expert
user requirements to the data to be analyzed, choosing the
most suited visualization techniques in a semi-automatic way.
The great advantage of our proposal is that we provide non-
expert users with the best suited visualizations according to their
information needs and their data with little effort and without
requiring expertise in information visualization.

Index Terms—Data Visualization, Data Analysis, Model-driven
development, Requirements engineering

I. INTRODUCTION

Data visualization plays a key role in business intelligence
analytics. With ever larger amounts of data that need be inter-
preted, finding effective visualizations is key to understanding
the underlying patterns and the results obtained by analysis
algorithms. Without this understanding, users are more likely
to distrust the results, following their gut feeling instead of
making well-informed decisions. Indeed, according to a survey
by Salesforce [20], 73% of high performers strongly agree that
analytic tools are valuable for gaining strategic insights from
the data. A large number of companies and researchers are
very interested in its application.

Despite this interest, finding the right visualization is still
a challenging task. Business users are rarely expert in data
visualization, and they may not exactly know what type of
information they want to extract from data or which would
be the best visualization type. Consequently, misinterpreted
graphs and wrong results can be obtained, leading to missed
opportunities and significant losses for companies. Another
relevant point to be considered is related to dashboard design.

A dashboard is a visualization tool that groups multiple tables
and charts, ideally aiming to provide a 360◦ view of the
phenomenon being analyzed. Dashboards play a key role in
the analysis and visualization of data because they enable
users –even those with limited ICT skills– to get their insights
and make informed decisions. Although predefined dashboards
have been designed for specific sectors, each business and each
user may have particular needs different from those already in-
cluded in predefined dashboards. To design a dashboard, users
should state their goals and precisely delimit the information
to be represented. However, in most cases, users do not have
a clear idea of the most effective visualization techniques for
each piece of data.

Although some studies have proposed models to automati-
cally generate dashboards (e.g., [23], [21], [13]) they do not
consider the best visualization types and tools for each situ-
ation. In this direction, some approaches have been proposed
to automate data visualization from user requirements (e.g.,
[4], [14], [17], [10], [9]). However, these approaches do not
guide users in the discovery of their objectives nor in the
definition of the necessary requirements to generate the most
appropriate visualizations for each situation; indeed, they still
require users to explicitly state what they wish to visualize
and, most importantly, how exactly they want to visualize it.

A very recent approach for the derivation of visualization
requirements in analytics is SkyViz [10]. In SkyViz, first the
user specifies her visualization objectives and describes the
dataset to be visualized by defining a visualization context
based on seven prioritizable visualization requirements. Then,
this visualization context is automatically translated into a set
of most-suitable visualization types (e.g., pie chart and bar
chart) via a skyline-based technique.

As recognized in [10], defining a visualization context from
scratch may indeed be a challenge for non-expert users. So, in
this paper, we complement SkyViz by defining a goal-based
[6], [8], [15] modeling approach and a set of guidelines to
capture user goals and derive the corresponding visualization
contexts. Our proposal is meant to work on top of SkyViz
making it better usable by non-expert users. Specifically, it
improves SkyViz from several points of view: (i) it provides
a sequence of steps and guidelines to help users define their
goals and achieve them by using the available data sources;
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Fig. 1. Overall view of the process proposed

(ii) it translates the user’s goals into a visualization context;
(iii) it semi-automatically extracts visualization requirements
from the data sources to be analyzed; and (iv) it provides a
rationale for dashboard design. In this way, business users can
stay focused on their analysis goals and they can eventually
obtain, with a limited effort, the visualizations that best suit
their needs. Besides, these visualizations will be grouped into
dashboards to allow users to effectively monitor and measure
their goals.

Fig. 1 summarizes the process followed in our proposal. In
current practice the user is accompanied by a data analyst
to help her to follow the process. We are continuing the
work on [2] where we propose a visualization model for
representing visualization details regardless of their implemen-
tation technology with the aim to develop a web tool and
let users follow the process on its own. In this case, firstly,
a sequence of questions guides the user in creating a Goal-
Based model that captures her needs. This model encompasses
all the visualizations required to tackle the user’s objectives.
Then, this Goal-Based model is completed by analyzing the
features of the data sources to be visualized. At this stage,
the model is translated into a a set of visualization contexts,
which are then handed to SkyViz to find the best visualization
types (process represented within the dashed lines). Finally,
each generated visualization is validated by the user to verify
if it fulfills the essential requirements for which it was created.
The validation process is performed through a questionnaire
that is automatically generated from the Goal-Based model,
asking the user if the visualization obtained does contribute
to answer her goals. Each visualization validated is added

to the dashboard. An unsuccessful validation points out to
the existence of missing or wrongly-defined requirements
that must be reviewed; in this case, a new cycle is started
by reviewing the existing model to identify which aspects
were not taken into account, generating in turn an updated
model. This process is repeated until all user requirements are
fulfilled.

The rest of the paper is structured as follows. Section 2
presents the related work in this area. Section 3 presents our
Goal-Based modeling approach for data visualization. Section
4 describes the implementation of our approach. Section 5
discusses an illustrative example in the fiscal domain. Section
6 presents limitations and validity threats of our approach.
Finally, Section 7 summarizes the conclusions and our future
work.

II. RELATED WORK

Several works are focused on finding ways to automatically
generate visualizations or dashboards. In [23], the authors
propose an automatic dashboard generator with the capacity
to alter dashboard design and functionality without requiring
significant development time. In [21], a technique is proposed
that allows users to modify or add new visualizations as
desired, including filters in real time. In [13], a users-and-
roles model is introduced, enabling the automatic generation
of user-specific monitoring dashboards, properly displaying
the information needed by each user in an organization. All
these approaches require that the final user chooses the type of
visualization for the representation of the data, without trying
to determine which is the most adequate one for the current
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context. Clearly, this requires the user to be an expert or at
least knowledgeable in data visualization techniques.

In order to tackle this problem, some works have proposed
different ways to find the best visualization for each analysis.
[4] surveys the main classifications proposed in the literature
and integrates them into a single framework based on six visu-
alization requirements. In [14], authors propose a framework
for choosing the best visualization where the main types of
charts are related to users goals and to the data dimensionality,
cardinality, and the type they support. Finally, [17] proposes
a more detailed classification of data types and relates each
common type of chart to the users goals it is most compliant
with.

In [10] the authors propose SkyViz, an approach to automate
the translation of a structured visualization context specified by
the user into a suitable visualization. A visualization context
consists of seven coordinates, namely goal, interaction, user
skills, dimensionality, cardinality, type of the independent
variables, and type of the dependent variables. Furthermore,
in [9] a novel utility function and a suite of search schemes
for recommending top-k aggregate data visualizations is pre-
sented. The utility function recognizes the impact of numerical
dimensions on visualization, which is captured by means of
multiple objectives, namely, deviation, accuracy, and usability.

Other works are focused on additional issues related to
visualization. In [11] it is argued that one of the reasons for
the lack of advanced visualizations are users, who do not often
know how they may represent their data. In [7] the authors
propose a classification of causes of pitfalls, the designer
or the user, and they list three types of (negative) effects:
cognitive, emotional, and social. More specifically, they state
that the cause of a visualization problem can be twofold: the
encoding (that is, caused by the designer/developer) or the
decoding (that is, caused by the reader/user). In the latter case,
the user who reads the visualization makes a mistake in the
interpretation.

Other works [16] also point out that the rendering process
introduces uncertainty in all three areas: from the data collec-
tion process, algorithmic errors, and computational accuracy
and precision. In addition, others like [12] have started think-
ing about visual representations of errors and uncertainties;
possible sources of uncertainty are acquisition (instrument
measurement error, numerical analysis error, statistical vari-
ation), model (both mathematical and geometric), transforma-
tion (errors introduced from resampling, filtering, quantization,
and rescaling), and visualization.

While certainly adding value to visualizations, these re-
searches focus on the potential pitfalls of blindly using visu-
alization methods without fully understanding the limitations
and assumptions of each method and the rationale behind
visualizations. In this sense, visualizations should consider
the evolving needs of users, taking into account high-level
semantics, reasoning about unstructured and structured data,
and providing a simplified access and better understanding of
data [3]. As such, although often overlooked when designing
visualizations, requirement modelling is an important activity

[19], that compensates the little or no attention often paid to
(explicitly) representing the reasons, i.e., the why, in terms
of motivations, rationale, goals, and requirements. This is
specially true for goal-based modeling approaches, where the
motivations become first-class citizens in the models.

It is very important that users understand what they are
visualizing and why this visualization contributes to reach
a goal. Visualizations must be precise and understandable
to users to minimize the interpretation mistakes made by
both users and designers. In this sense, [1] shows how IBM
Watson Analytics can be used to visualize and analyze data
derived from goal-based conceptual models of regulations and
regulatory initiatives.

To sum up, none of the approaches summarized above pro-
vides a methodology that guides non-expert users in specifying
the most adequate set of visualizations and facilitates their
implementation into dashboards to be used for data analysis.
To bridge the gap between user needs and visualization, goal-
based modeling approaches —which we apply this paper—
emerge as a natural solution.

III. A GOAL-BASED MODELING APPROACH FOR
VISUALIZATION REQUIREMENTS

Eliciting from users visualization requirements is considered
to be a challenging task, which we aim at supporting in this
paper. To this end, we use a combination of modeling and
automatic derivation. Initially, we create a Goal-Based model
that guides non-expert users towards the specific visualizations
they need according to their data analysis objectives. Then,
starting from this model we semi-automatically derive a visu-
alization context to be fed into SkyViz and it will recommend
us the most suitable visualization type.

The approach we take to formally define our model is
through a metamodel that follows the specification given in
[10] in terms of the coordinates required to build a visu-
alization context (Goal, Interaction, User, Dimensionality,
Cardinality, Independent Type, and Dependent Type) and the
values these coordinates can take. Our metamodel is shown
in Fig. 2 and is an extension of the one used for social and
business intelligence modeling, namely i* in its 2.0 version
[8] and its i* for Data Warehouses extension [15]. Existing
elements in the i* core are represented in cyan , whereas those
included in i* for Data Warehouses are represented in red. The
new concepts added by our proposal are represented in light
green and yellow. In the following, we describe the concepts
included in the metamodel by following the process required
for its application.

The aim of the proposed metamodel is to support users in
better understanding their objectives and in determining which
visualization type they need. To this end, the first element is
the VisualizationActor, which models the user of the system.
There are two types of Visualization Actors: Lay, if she has
no knowledge of complex visualizations, and Tech, if she has
previous experience and is accustomed to business intelligence
analytics.
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Fig. 2. Visualization Specification Metamodel

Once the actor has been defined, the next elements to be
defined are the BusinessProcesses on which users will focus
their analysis. The business process will serve as the guideline
for the definition of Goals. A goal represents a desired state
of affairs with reference to the business process at hand.
Goals can be divided into Strategic, Decision, Information,
and Visualization.

The top-level goals are StrategicGoals. They are the main
objectives of the business process and are meant as changes
from a current situation into a better one. Strategic goals
are achieved by means of analyses that support the decision-
making process.

The AnalysisType allows users to express which kind of
analysis they wish to perform. The definition of a type of
analysis will also give the advantage of determining the
visualizations to be grouped in the same dashboard. The type
of analysis can be determined by selecting which question
from the following ones is to be answered [22]:

• Prescriptive: How to act?
• Diagnostic: Why has this happened?
• Predictive: What is going to happen?
• Descriptive: What to do to make it happen?

Once the types of analysis to be performed over the strategic
goals have been defined, the next elements are DecisionGoals
and InformationGoals. A DecisionGoal aims to take appropri-
ate actions to fulfill a strategic goal and explains how it can be
achieved. DecisionGoals communicate the rationale followed
by the decision-making process; however, by themselves they
do not provide the necessary details about the data to be

visualized. Therefore, for each decision goal there are one
or more InformationGoals, i.e., lower-level abstraction goals
representing the information to be analyzed.

For each InformationGoals there will be one Visualization.
Visualization is defined as a task because we understand it
as the visualization process, not as the visualization repre-
sentation. A Visualization is characterized by one or more
VisualizationGoals which describe which aspects of the data
the visualization is trying to reflect, and one or more kinds
of InteractionType that users will need to have with the vi-
sualization. VisualizationGoal can be defined as Composition,
Order, Relationship, Comparison, Cluster, Distribution, Trend,
or Geospatial, while InteractionType can be Overview, Zoom,
Filter, or Details-on-demand [10]. Moreover, a Visualization
will make use of one or more DatasourceResource elements
to get the relevant data from the data source.

In the following subsection, we describe in detail the
visualization specification process we propose.

A. Visualization Specification
As argued in [10], inexperienced users may find it difficult

to properly give values to the seven coordinates included in a
visualization context. To facilitate their task, we observe that
the coordinates can be split into two families (Fig. 3): user-
related (namely, Goal, Interaction, User) and data-related
(namely, Dimensionality, Cardinality, Independent Type, and
Dependent Type). In current practice the user is accompanied
by a data analyst to help her to follow the process. We are
continuing the work on [2] where we propose a visualization
model for representing visualization details regardless of their
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Dimensionality:
1. 1-dimensional
2. 2-dimensional
3. n-dimensional
4. Tree
5. Graph

1. Low
2. High

1. Nominal
2. Ordinal
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4. Ratio

Cardinality:

Dependent/ Independent Type:

Interaction:
1. Overview
2. Zoom
3. Filter
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User:
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2. Tech

Fig. 3. Specification of Visualization context

implementation technology with the aim to develop a web tool
and let users follow the process on its own.

Therefore, the first step we take concerns user-related
coordinates, and consists in guiding users to specify what
Visualization Goals they aim to achieve and which kind of
Interaction they would like to have.

• Interaction:
The possible interactions are Overview (gain an overview
of the entire data collection), Zoom (focus on items
of interest), Filter (quickly focus on interesting items
by eliminating unwanted items), and Details-on-demand
(select an item and get its details). We show a checklist
to the user (Fig. 4) from which she can choose one or
more types of interaction.

The user must choose one or more types of interaction for the visualization:

User Interaction 

Gain an overview of the entire data collection - Overview

Focus on items of interest - Zoom 

Quickly focus on interesting items by eleminating unwanted items - Filter 

Select an item and get its details - Details-on-demand 

Fig. 4. Interaction with the visualization

• Visualization Goals:
A visualization goal can be Composition, Order, Re-
lationship, Comparison, Cluster, Distribution, Trend, or
Geospatial. Since choosing the right goal can be difficult
depending on the context, to aid users in finding which
visualization goal they are pursuing we use the flowchart
in Fig. 5, which contains a series of Yes/No questions
to be answered by users. The flowchart provides an

easy way to discern which visualization goals should be
included for each visualization, thus simplifying the task
for non-expert users.

As to data-related coordinates, we semi-automatically ex-
tract their values by analyzing the features of the data sources.
In this way, users do not need to manually inspect the data or
have a deep understanding of their characteristics to obtain the
most adequate visualizations, and we avoid the introduction of
errors in the process.

• Data Profiling Analysis:
In addition to the requirements provided by users, we
extract the values of the remaining coordinates by an-
alyzing the features of the data sources. Users need
only to provide the source dataset; then, Dimensionality,
Cardinality, and Dependent/INdependent Type will be
extracted as explained below.
First, users specify a connection to the source dataset
they wish to visualize. A menu is provided where
users can choose if they want to know the Data type,
Cardinality or Dimensionality of the selected column.
Finally, this software returns the information requested
by users. This development has been created to collect
information about the data in a simple way for users.
To know how to delimit the values for each coordinate
we have followed the proposed in [10]. In this way we
classify the Dimensionality, Cardinality, and Depen-
dent/Independent Type as follows:

– Dependent/Independent Type is used to declare
the type of each variable. It can be Nominal when
it is qualitative and each variable is assigned to
one category, Ordinal when it is qualitative and
categories can be sorted, Interval when it is quan-
titative and equality of intervals can be determined,
or Ratio when it is quantitative with a unique and
non-arbitrary zero point.
We delimited each category as follows: If the value is
a number, we determine Ratio if is a numeric with a
unique and non-arbitrary zero point or Interval if is a
numeric with under 0 values. In the cases where the
value is a string of characters, the program shows a
grouped list of the values. Then the user is available
to determine if in the list there is an order, then it
would be Ordinal, and if the user can not determine
an order it would be Nominal.

– Cardinality represents the cardinality of the data,
and it can be defined as Low or High depending of
the numbers of items to represent. It will be Low
cardinality from a few items to a few dozens items
and High cardinality if there are some dozens items
or more. Some visualization types support a larger
number of items than others (for example, a pie chart
can only visualize low-cardinality data, while a heat
map is also fit for high-cardinality data).

– Dimensionality is used to declare the number of
variables to be visualized. Specifically, it can be 1-
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YESNO

I want to
visualize data

Do you want to see
the data represented
in the space / time?

YESNO Do you want
an ordered

list? Emphasize the grouping into categories - CLUSTER
Analyze how data are dispersed in the space - DISTRIBUTION
Examine the general tendency - TREND
Analyze data using a geographical map - GEOSPATIAL

Compare values - COMPOSITION

Order values - ORDER

Establish similarities and dissimilarities - COMPARISON

Do you have another
visualization goal?

END

NO

YES

Do you want
to compare

values?

YES

Analyze correlation - RELATIONSHIP
Emphasize the grouping into categories - CLUSTER

NO

Fig. 5. Guidelines expressed as a flowchart to help non-expert users in defining visualization goals

dimensional when the data to represent is a single
numerical value or string, 2-dimensional when one
variable depends on other, n-dimensional when a
data object is a point in an n-dimensional space, Tree
when a collection of items have a link to one other
parent item, or Graph when a collection of items are
linked to arbitrary number of other items.

Once all the requirements have been gathered, we can use
SkyViz to get the best type of visualization suited for each
particular case while taking into account the preferences of
users. However, to check if the visualization generated really
fulfills the essential requirements for which it was created,
a questionnaire is submitted to the user. The questionnaire
will be generated automatically from the information specified
by users in the model. Specifically, users will be asked if
the visualization contributes to answering the InformationGoal
defined in the model. If the visualization passes the validation,
it will be added to the dashboard. Conversely, if it does not
pass the validation, a review of the model will be done to know
what aspects were not taken into account and thus generate
an updated model. This review gives users an assisted path to
improve the obtained visualizations and helps them to achieve
their goals.

IV. IMPLEMENTATION

The implementation of our approach relies on four inte-
grated components as Fig. 6 shows: (i) the CASE tool aimed
at creating the model through the definition of a metamodel,
represented as “Visualization Requirements Modeler”; (ii)
“Data Analyzer” component that semi-automatically extracts

the dataset features, through queries using the (iii) “Data
Source Connector”; (iv) the “Visualization Generator”, com-
ponent that selects and renders the best visualization following
the process described in [10]. These four components are
integrated into our system. The system extracts information
from users and data sources and it realizes a communication
between the components to generate a visualization.

The CASE tool is implemented in Eclipse by using the
Ecore metamodel as a baseline. Defining our metamodel in
Ecore enables the automatic generation of the diagram editors

Visualization
Requirements
Modeler

Visualization
Generator

Data Analyzer

User needs

Data specifications

Data source

ResultsQueries

Vis. code
User requirements

Visualization System

Visualization implementation
on D3.js

Data Source Connector

Fig. 6. System architecture
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for models. Using the Ecore framework we are able to generate
the java class objects that support the creation of requirements
models.

The Data Analyzer software created to extract the data
profiling has been implemented in Java. It allows users to
specify the data source where they need to extract information
and performs in an automated and guided way the extraction
of information. The MySQL relational database has been used
to make the connection, but other types of data sources can be
connected as well. In order to use another type of data source
we just need to replace the Data Source Connector.

Fig. 7 shows an example of the interactive version of the
code that is executed to extract information from the data
source. This code will be connected to the user-defined model
allowing users to automatically obtains the requested data
information.

Fig. 7. Data profiling analysis example

Part of the visualization requirements represented in the
case tool are elicited from users by following our model,
the rest comes from the analysis of the data sources. Once
we have all these requirements defined, using SkyViz the
visualization context is automatically translated into the most-
suitable visualization type. Then, the visual requirements are
translated into a call to the D3 JavaScript library [5] which
renders the visualization. In the cases where a map has to be
rendered, the Plotly library [18] is used, it can be developed
on JavaScript, Python or R. Fig. 8 shows the final result of the
process using D3.js. In the next section, we apply our approach
to an illustrative example in the field of tax collection.

V. ILLUSTRATIVE EXAMPLE

In order to evaluate the validity of our approach we have
applied it to an illustrative example. In this case, a tax collec-
tion organization has been selected to evaluate the validity of
our approach. A tax collection organization requires a set of
visualizations to analyze their data in order to help them detect
underlying patterns in their unpaid bills and tax collection

Fig. 8. Visualization rendered in D3.js

distribution. Due to the sensibility of their data, we are not
allowed to show the real values; besides, data had to be
anonymized.

Our approach has been applied to the tax collection orga-
nization, producing the model shown in Fig. 9. In this model,
the company wants to analyze the unpaid debts. Therefore, the
analysis will focus on the “Tax collection” business process.
Defining a business process helps determining which concepts
are involved in the analysis and what kind of goals are pursued.
Here the user is a tax collector who is not a specialist in
analytics but rather an expert in tax management, thus she is
defined as “Lay user”.

A. Specifying Goals

The main objectives of the business process are defined as
shown in Fig. 9. Specifically, the user defined her strategic goal
as “Reduce the unpaid bills”. Strategic goals are achieved by
means of analyses that support the decision-making process.
The analysis type allows users to express what kind of analysis
they wish to perform. In this case, the user wishes to know why
bills are unpaid. Thus, she decides to perform a “Diagnostic
analysis”. Having defined a specific type of analysis, we are
aware that all context information for “Diagnostic analysis”
should be gathered in the same dashboard in order to provide
a complete answer to the user.

The diagnostic analysis is decomposed into decision goals.
A decision goal aims to take appropriate actions to fulfill
a strategic goal and explains how it can be achieved. The
user defined her decisions goals as: “Identify unpaid bills”

,“Identify the quantities unpaid”, and “Evolution of unpaid
bills”. Decisions goals communicate the rationale followed
by the decision-making process; however, by themselves they
do not provide the necessary details about the data to be
visualized. Therefore, for each decision goal we specify one
or more information goals, i.e., lower-level abstraction goals
representing the information to be analyzed.

From each of the decision goals she listed, the user refined
the following information goals: “Analyze where are the
places with more unpaid bills”, “Analyze the type of unpaid
bills”, “Analyze who has unpaid bills”, and “Analyze the
evolution of unpaid bills by province”. Information goals
represent the lowest level of goal abstraction.

At this point, the user has the necessary information about
her goals to start defining the visualization context. For each
information goal, we will have one visualization to achieve it.
A visualization is characterized by one or more visualization
goals which describe what aspects of the data the visualization
is trying to reflect, and one or more kinds of interaction
that they will like to have with the visualization. Moreover,
a visualization will make use of one or more data source
elements to get the relevant data from the database.

In this case, the user defines the interactions she wants to
have with each visualization following the checkbox shown in
Fig. 4. “Overview”, “Zoom” and “Details-on-demand”

havebeen defined. Additionally, following the flowchart shown in
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Fig. 9. Application of our metamodel to the illustrative example

Fig. 5, the user specified her visualization goals: “Geospatial”,
“Composition”, “Order”, and “Trend”.

Finally, the visualizations are decomposed into Categories
and Measures that will populate them. In this case, the
visualization of “Geographic distribution of unpaids” includes
“Province” as category, and “Amount” and “Coordinates” as
measures. These attributes come from the data source collec-
tions “Location” and “Bills”, respectively. For the visualiza-
tion of “Type of unpaid bills” the user picked “Type” as rele-
vant category, and “Amount” as measure. These are obtained
from the data source collection “Bills”. Next, in the case
of “Unpaid dossiers”, categories “Debtors”, “Municipality”,
and “Province” as well as measure “Amount” are selected
from the data source collections “Dossier”, “Location” and
“Bills”. The last visualization is “Pending payments over
time”, that makes use of categories “Year” and “Province”
and of measure “Amount”. These data are obtained from the
collections “Date”, “Location”, and “Bills”.

Once user have defined the data sources and collections

from where the data will be extracted, it is possible to profile
data sources to determine Dimensionality, Cardinality and
Dependent/Independent Type.

B. Profiling Data Sources

Tax data are divided into different collections as follows:
Location collects information about where tax was unpaid;
Date holds data about when it was unpaid; Dossier represents
who is the debtor, whether a person or an entity; and Bill joins
the set of previously mentioned data by means of bills. Each
collection is futter decomposed into measures and categories.

Next step is to analyze the data sources in order to extract
information about information about Dimensionality, Cardinal-
ity, Dependent/Independent Type from the data sources, using
our Data Analyzer tool as shown in Section 3.

We focus on the “Type of unpaid bills” visualization
from our Goal-Based model, which requires information about
the category “Type” and measure “Amount”. Firstly, using
the data profiling tool, the independent variable “Type” are
classified as Nominal and the dependent variable “Amount”
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as Ratio. Dimensionality is set to 2-dimensional, because
the user has defined 2 variables to visualize. Finally, the tool
computes the Cardinality of data through a query. The tool
defines Cardinality as Low because the data contains a few
items to represent, there are 6 types of bills. Overall, the values
obtained through data profiling are:

• Dimensionality: 2-dimensional
• Cardinality: Low
• Independent Type: Nominal
• Dependent Type: Ratio

C. Validation and Results

Once the visualization has been specified, the visualization
context is used as input to be fed into SkyViz and it will
recommend us the most suitable visualization type by a table
with suitability scores.

The suitability scores from Table 1 are proposed by [10]
and shows the visualization context we derived from the
information goal “Analyze the type of unpaid bills”, together
with the suitability scores for tree visualization types, namely,
“Stacked Column Chart”, “Bubble Chart”, and “Pie Chart”.
The semantics of the suitability scores in this context is as
follows:

• Fit: Means that the visualization type is fully compatible.
• Acceptable: Means that the visualization type is com-

patible with the coordinate value, though it may fail to
emphasize some of the required features.

V
STACKED
COLUMN

CHART

Cat
Type

I
Analyze the type of

unpaid bills by
province

IT
Use Overview 

interaction

M
Amount

Cat
Province

VG
Composition 

Type of unpaid bills
(Amount)

VG
Comparison

Fig. 10. Model update due the review

• Discouraged: Means that the visualization type can be
used in principle for the coordinate value, but it may
distort the very nature of the required features.

• Unfit: Means that the visualization type should not be
used for the coordinate value.

Accordingly the suitability scores in Table 1, the most
suitable visualization for our analysis is “Pie Chart”. A
mockup of the pie chart visualization is shown to the user
and the user detects that this visualization does not reach
exactly her goals. Consequently, a model review is done by
the user and she detects that the information goal “Analyze
the type of unpaid bills” is not correctly defined, she adds
information modifying it to “Analyze the type of unpaid
bills”. She continues reviewing the model and she extends
the visualization goals by adding “Comparison”. Finally, she
select from the collection “Location” the category “Province”
to be represented in the visualization. This review modifies the
model updating it as shown in Fig. 10. The goals have change
to “Composition” and “Comparison” and dimensionality now
is “n-dimensional”.

Now, with the update of the context, the most suitable
visualization for our visualization context has changed to
“Stacked Column Chart”. Again a mockup of the visualization
is shown to the user and now the visualization can effectively
answer the user information goal “Anayze the type of unpaid
bills by province”. Therefore, following the derivation process
we make a call to the D3 JavaScript library, obtaining the
visualization. Consequently, the visualization is added to the
dashboard, as shown in the lower-left corner of Fig. 11.

This visualization, combined with those generated from the
informational goals “Analyze where are the places with more
unpaid bills”, “Analyze who has unpaid bills” and “Analyze
the evolution of unpaid bills by provinces”, are grouped into
the dashboard layout proposed in Fig. 11, aimed at satisfying
the analytic requirements of our tax collector user with the
most adequate visualizations.

VI. LIMITATIONS AND VALIDITY THREATS

In this section, we summarize the main limitations we
envision for our approach.

• Up to now, we have had satisfactory results in our
applications to real cases and testing the proposal with
a focus group. However, since we have not yet tested the

TABLE I
SUITABILITY SCORES NEEDED FOR THE TWO VISUALIZATION CONTEXT OF THE ILLUSTRATIVE EXAMPLE.

VISUALIZATION
CONTEXT Stacked Column Chart Bubble Chart Pie Chart

Goal: Composition fit unfit fit
Comparison fit fit unfit

Interaction: Overview acceptable acceptable fit
User: Lay fit acceptable fit

Dimensionality: 2-dimensional unfit unfit fit
n-dimensional fit fit unfit

Cardinality: Low fit acceptable fit
Independent Type: Nominal fit unfit fit

Dependent Type: Ratio fit fit fit
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proposal in a comprehensive set of contexts, it may be
the case that some specific user profiles have not yet been
identified.

• In principle, our proposal is context-independent; up to
now, it has been applied in the economic, educational, and
gas turbine contexts. However, some other context may
raise specific issues that we have not contemplated yet.
For instance, some contexts may require visualizations to
be produced in real time, which is currently out of the
scope of our approach.

• In our experiments, we have worked with a data analyst
supporting each non-expert user in defining her visualiza-
tion requirements. We are currently working to conclude
the development of the tool proposed in [2] to verify
that users are actually qualified to define visualization
requirements completely on their own.

• At the time of defining the visualization specification,
the user has to know the features of the dataset to be
visualized. Besides, she is required to be expert in the
application domain for which visualization is required.

• We rely on SkyViz to derive the best suited visualizations
type, however SkyViz itself has some limitations [10].
First of all, it currently includes a limited number of visu-
alization types. On the other hand, if a significantly larger
number of visualization types were included, the seven
coordinates might no longer be sufficient to distinguish
them, in which case the user would be provided with a
large number of (probably similar) visualization types.
To cope with this situation, other coordinates should be
added, but the research questions to be addressed would
be (i) how to select them in order to actually improve
the discriminatory power of SkyViz, and (ii) how to deal
with these new coordinates in the goal-based model.

• While our proposal would be able to represent col-

laborative visualizations through Strategy Dependency
diagrams, this aspect has not been yet fully explored and
is considered out of the scope of this paper.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented an iterative goal-based
modeling approach in order to help non-expert users de-
fine their data analysis goals and derive the most adequate
visualizations to facilitate the analysis of data. Compared
to other approaches, our proposal covers the whole process
from the definition and modeling of user requirements to
the implementation of the visualizations. The great advantage
of our proposal is that non-technical users can effectively
communicate their visual analytic needs without needing deep
knowledge of visualization technologies or data sources de-
scriptions. Furthermore, visualizations are easily modified by
altering requirements such as the type of interaction or the
visualization goal pursued.

As part of our future work, we are working on improving
the data analysis step to better support the detection of
independent and dependent variables when multiple measures
and categories are present. Furthermore, we are working on
the implementation of a user-friendly diagram editor by using
Graphiti. In this way, we will be able to provide better support
for users even when there is no analyst available to aid them
when building the requirements model. We will also consider
capturing non-functional requirements or quality goals to help
decide between visualizations.
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[15] Maté, A., Trujillo, J., Franch, X.: Adding semantic modules to improve
goal-oriented analysis of data warehouses using i-star. Journal of systems
and software 88, 102–111 (2014)

[16] Pang, A., Wittenbrink, C.M., Lodha, S.K.: Approaches to uncertainty
visualization. The Visual Computer 13(8), 370–390 (1997)
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Abstract. Choosing the right Visualization techniques is critical in Big
Data Analytics. However, decision makers are not experts on visualiza-
tion and they face up with enormous difficulties in doing so. There are
currently many different (i) Big Data sources and also (ii) many different
visual analytics to be chosen. Every visualization technique is not valid
for every Big Data source and is not adequate for every context. In order
to tackle this problem, we propose an approach, based on the Model
Driven Architecture (MDA) to facilitate the selection of the right visual
analytics to non-expert users. The approach is based on three different
models: (i) a requirements model based on goal-oriented modeling for
representing information requirements, (ii) a data representation model
for representing data which will be connected to visualizations and, (iii)
a visualization model for representing visualization details regardless of
their implementation technology. Together with these models, a set of
transformations allow us to semi-automatically obtain the correspond-
ing implementation avoiding the intervention of the non-expert users. In
this way, the great advantage of our proposal is that users no longer need
to focus on the characteristics of the visualization, but rather, they focus
on their information requirements and obtain the visualization that is
better suited for their needs. We show the applicability of our proposal
through a case study focused on a tax collection organization from a real
project developed by the Spin-off company Lucentia Lab.

Keywords: Data visualization · Big Data Analytics · Model Driven
Architecture · User requirements

1 Introduction

Data is continuously growing, specially since the last decade. With ever larger
amounts of data that need to be interpreted and analyzed, using the right visu-
alizations is crucial to help decision makers to properly analyze the data and
guide them to take better informed decisions.

c© Springer Nature Switzerland AG 2019
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In this new era of Big Data Analytics, there has been an increasing interest
from both the academic and industry worlds in different phases of the data life
cycle: from the storage to the analysis, cleaning or integration and, of course,
the visualization. Data and Information Visualization are becoming strategic
for the exploration and explanation of large data sets due to the great impact
that data have from a human perspective. An effective, efficient and intuitive
representation of the analyzed data may result as important as the analytic
process itself [6]. However, larger data sets and their complexity in terms of
heterogeneity contribute to make the representation of data more complex [5].

In this context, defining and implementing the right visualization for a given
data set is a complex task for companies, specially in the age of Big Data where
heterogeneous and external data sources require knowledge of the underlying
data to create an adequate visualization. As such, choosing the wrong visualiza-
tions and misunderstanding the data leads to wrong decisions and considerable
losses. One of the key difficulties for defining the right visualization technique
is the lack of expertise in information visualization of decision makers. Another
critical aspect is that, apparently, a large set of visualizations may be equally
valid for any given data sets, which has been proven to be absolutely wrong [21],
each data set and each analysis has its particular characteristics and not always
all the types of visualization are valid to represent them.

In order to tackle the above-presented problems, we propose an approach,
based on the Model Driven Architecture (MDA) [16] proposed by the Object
Management Group (OMG).
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Fig. 1. Overall view of the process proposed.

Figure 1 summarizes the process followed in our proposal, aligned with MDA.
Firstly, a sequence of questions guides users in creating a Goal-Oriented [12]
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model that captures their needs. This model (CIM layer) enables them to capture
all the visualizations that are needed to tackle their information needs. The user
requirements together with the data profiling information coming through the
Data Profiling Model (at PSM layer) are used as a visualization specification that
is input to a model to model transformation. This transformation generates the
Data Visualization Model (PIM layer). This model allows users to specify exactly
how they need to visualize the data. It also allows them to determine if the
proposed visualization is adequate to satisfy the essential requirements for which
it was created. The validation process is performed through a questionnaire
according to user goals model. If the proposed visualization passes the validation.
Otherwise, an unsuccessful validation points out to the existence of missing or
wrongly defined requirements that must be reviewed. This process is repeated
until all user requirements are fulfilled. Finally, a model to text transformation
generates the implementation of the visualization using the data visualization
model as input.

The great advantage of our proposal is that users no longer focus on the
underlying technical aspects or finding the most adequate visualization tech-
nique to be used in every different data analytic process. By following our app-
roach, decision makers obtain the visualization technique that is better suited
to their information needs and the characteristics of the data at hand in a semi-
automatic way. This is achieved thanks to our alignment with MDA, enabling
us to incrementally refine the visualization until its implementation is obtained.

The rest of the paper is structured as follows. Section 2 presents the related
work in this area. Section 3 presents the different proposed models of the app-
roach based on the MDA. Section 4 discusses a real case study in the fiscal
domain. Finally, Sect. 5 summarizes the conclusions and our future work.

2 Related Work

Several works have focused on proposing different ways to find the best visualiza-
tion. [2] surveys the main classifications proposed in the literature and integrates
them into a single framework based on six visualization requirements. In [11],
authors propose a framework for choosing the best visualization where the main
types of charts are related to users goals and to data dimensionality, cardinality,
and data type they support. Finally, [9] proposes a model to automate the trans-
lation of visualization objectives specified by the user into a suitable visualization
type based on seven visualization requirements.

Additionally, several approaches are focused on the analysis of visualization
representations. [15] describes an information visualization taxonomy. [18] make
a revision of visualization techniques for Big Data to determine which are the
most optimistic when analyzing Big Data. [4] propose a metamodel to represent
tree and graph views by modeling nodes and edges. Similarly, [7] uses nodes and
edges to draw basic shapes like lines and circles.

Other works are focus on visual analytics recommendation systems. [20]
detail the key requirements and design considerations for a visualization rec-
ommendation system and identify a number of challenges in realizing this vision
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and describe some approaches to address them. [8] propose EventAction, a pre-
scriptive analytics interface designed to present and explain recommendations
of temporal event sequences. Additionally, [21] propose SEEDB, a visualization
recommendation engine to facilitate fast visual analysis, SEEDB explores the
space of visualizations, evaluates promising visualizations for trends, and recom-
mends those it deems most “useful” or “interesting”. In [14] authors propose a
new language VizDSL for creating interactive visualizations that facilitate the
understanding of complex data and information structures for enterprise systems
interoperability.

To the best of our knowledge, the only approaches that follow the MDA phi-
losophy in the Big Data Context are presented within the TOREADOR project.
In [1], the authors propose a Model-driven approach that aims to lower the
amount of competences needed in the management of a Big Data pipeline. [10]
illustrates a use case exploiting the Model-driven capabilities of the TOREADOR
platform as a way to fast track the uptake of business-driven Big Data models.
[13] provides a layered model that represents tools and applications following
the Dataflow paradigm.

Despite all the work presented so far, none of the approaches provide a way
to easily translate user requirements into visual analytics implementations. Fur-
thermore, there is an absence of a methodology that guides users in obtaining the
most adequate visualization, allowing them to focus on their own needs rather
than on the characteristics of the visualization.

3 A MDA Approach for Visual Analytics

As previously introduced in the paper, specifying the right visualization for a
user is a challenging task. User has not only to take into account her needs, which
are on a completely different abstraction level, but also consider characteristics
of the data that make inadequate the use of certain visualizations. In order to
let the user focus on her information needs, we aim to bridge the gap between
the user requirements and their visualization implementation.

To this aim, we propose a development approach Fig. 1 in the context of the
Model Driven Architecture [16]. Our main goal is to help users to generate the
visualizations that are better suited to meet their information needs. Following
the basic principles of MDA, our proposal builds on three types of models:

– User Requirements Model (CIM layer): Allows users to capture their
information needs and certain visualization aspects that are needed to tackle
them.

– Data Visualization Model (PIM layer): Enables users to specify the
characteristics of their visualizations before obtaining their implementation.

– Data Profiling Model (PSM layer): Abstracts the required information
from the data sources to (i) aid in determining the most adequate visualization
and (ii) take certain aspects of data into account for their representation (such
as whether they are numeric or categorical).
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The process starts by capturing information needs at the CIM level. Then, a
data profiling process is run to generate a data profiling model at the PSM level
that contains the relevant data characteristics for the process. Once both models
have been obtained, they are processed through a model to model transformation
that generates a data visualization model at the PIM level. This model provides
the user with the better suited visualization for her needs and the data available,
and allows her to modify different aspects of the visualization such as the axis
where each attribute should be positioned, the orientation, or the color range
among others. Once the model refinement process is finished, a model to text
transformation generates the implementation using a visualization library, such
as D3.js in our case.

3.1 User Requirements Model

Our approach starts from a goal-oriented requirements model that allows us to
capture information needs. To describe the coordinates required to build a visu-
alization context (Goal, Interaction, User, Dimensionality, Cardinality, Inde-
pendent Type, and Dependent Type) we follows the specification to automate
data visualization in Big Data Analytics given in [9], in this way we make sure
that the visualization specification is addressed in terms of Big Data. Due to
paper constraints, we cover only the main aspects of our requirements model.

Our metamodel shown in Fig. 2 is an extension of i* and the i* for Data
Warehouses extension [12]. Existing elements in the i* core are represented in
blue (light grey), whereas those in i* for Data Warehouses are represented in red
(dark grey). The new concepts added by our proposal are represented in white.

Fig. 2. User requirements metamodel. (Color figure online)
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The first element is the VisualizationActor, which models the user of the
system. There are two types of Visualization Actors: Lay, if she has no knowl-
edge of complex visualizations, and Tech, if she has previous experience and is
accustomed to Big Data Analytics. Next is the BusinessProcess on which users
will focus their analysis. The business process will serve as the guideline for the
definition of Goals.

The AnalysisType allows users to express which kind of analysis they wish
to perform. The type of analysis can be determined by selecting which question
from the following ones [19] is to be answered: How to act? (Prescriptive), Why
has it happened? (Diagnostic), What is going to happen? (Predictive) or What
to do to make it happen? (Descriptive).

Next, a Visualization represents a specific visualization that will be imple-
mented to satisfy one or more VisualizationGoals. Each VisualizationGoal
describes an aspect of the data that the visualization should reflect. These goals
can be Composition, Order, Relationship, Comparison, Cluster, Distribution,
Trend, or Geospatial, as considered in [9].

Along with VisualizationGoals, Visualizations have one or more Interaction-
Types, that capture how the user will interact with the visualization. The dif-
ferent kinds of interaction are Overview, Zoom, Filter, or Details on Demand as
[9] consider to data visualization in Big Data Analytics. Finally, a Visualization
makes use of one or more DatasourceResource elements which feed the data to
the visualization.

Using these concepts we allow users to define their needs instead of focusing
on technical details that are not relevant at this level.

3.2 Data Profiling Model

Our second model is the Data Profiling Model. This model captures the data
characteristics that are relevant to the visualization and is generated through a
data profiling process. Firstly, users will select the data sources that they want to
be represented in the visualization. Consecutively, the data analyst will analyze
the data sources extract the values of the coordinates by analyzing the features
of the data sources. In this way, users do not need to manually inspect the data
or have a deep understanding.

To know how to delimit the values for each coordinate we have use the values
proposed in [9] to Big Data Analytics. In this way we classify the Dimensionality,
Cardinality, and Dependent/Independent Type as follows:

Cardinality represents the cardinality of the data. It can either be Low or
High, depending of the numbers of items to represent. Low cardinality considers
a few items to a few dozens of items while High cardinality is set if there are
some dozens of items or more.

Dimensionality is used to declare the number of variables to be visual-
ized. Specifically, it can be 1-dimensional when the data to represent is a single
numerical value or string, 2-dimensional when one variable depends on other,
n-dimensional when a data object is a point in an n-dimensional space, Tree
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when a collection of items have a link to one other parent item, or Graph when
a collection of items are linked to arbitrary number of other items.

Type of Data: is used to declare the type of each variable. It can be Nominal
when each variable is assigned to one category, Ordinal when it is qualitative
and categories can be sorted, Interval when it is quantitative and equality of
intervals can be determined, or Ratio when it is quantitative with a unique and
non-arbitrary zero point.
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3.3 Visualization Specification Transformation - (Model to Model)

Information coming from User Requirements Model and the Data Profiling
Model form the Visualization Specification. This specification is transformed
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into a data visualization model using a set of model to model transformations,
presented in Figs. 3 and 4 by the OMG standard language QVT [17]. According
to the nature of the visualization to be derived, there are two types of transfor-
mations. On the one hand, we can have axis-based visualizations, such as column
chart, line chart, bubble chart, etc. On the other hand, some visualizations such
as dendrogram, chord or graphs require graph-based visualizations, which make
use of nodes and edges instead of axis.

Due to space constraints, we will focus on how axis-based visualizations are
derived. Our first transformation (Fig. 3), generates the visualization element, an
AxisVisualization in this case. An AxisVisualization is derived according to the
graphic type established by the transformation. This value is derived using the
imperative part of the transformation (Where clause) according to the specific
criteria established by [9] for the each graphic type. The values Cardinality,
Dimensionality, IndependentDataType and DependentDataType are obtained
from the data profiling. Finally, the visualization name and interaction type
defined in the User Requirements Model are used to establish the title and
interaction of the Axisvisualization.

Next, as Fig. 4 shows, each of the axes is generated individually. An axis is
generated for each measure or category (abstracted by the DatasourceResource
element) in the User Requirements Model. Afterwards, each axis is assigned
their corresponding visualization by iterating over the data visualization model,
completing the derivation of the visualization.

Fig. 5. Data visualization metamodel. (Color figure online)

3.4 Data Visualization Model

In order to verify if the recommended visualization is adequate to satisfy the
information needs of the user and allow her to customize each visualization, we
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require an abstraction of the visualization to be generated. Despite our best
efforts, there is no metamodel proposed so far to model visual analytics. Thus,
to support our process, we have defined a novel visualization metamodel.

Our metamodel shown in Fig. 5 is composed of elements extracted from [4]
to define tree and graph visualizations, represented in blue (grey) color, while
new concepts added by our proposal to detail the specification of visualizations
represented in white. In the following, we describe the concepts included in the
proposed metamodel.

The main element is Visualization, this element collects all the visualization
requirements that should be met. It contains a visualization Title; a Legend, that
may be shown or not; a Graphic Type that determines the type of visualization;
a set of interactions that contain the type of interaction that must be supported
(Overview, Zoom, Filter or Details-on-demand); and a Dashboard Position, in
the event that the visualization will be part of a Dashboard.

In order to define the representation of a visualization, other elements are
necessary. A visualization has and Orientation, either Horizontal, Vertical, or
Any (when the graphic type does not have orientation). Moreover, a visualization
has a ColorRange, that represents the range of colours that will be used by the
visualization, an aspect of special importance for color-blind users.

A visualization will be instanced as either a GraphVisualization or an AxisVi-
sualization depending on the type of visualization. A GraphVisualization may
contain several Nodes and Edges [4]. Meanwhile, an AxisVisualization constaints
a series of axes that represent the data. An Axis is may have a Name, Order, Min-
imum Value and Maximum Value. Each Axis represents an Attribute at most.
An Attribute has a Name and a Type. Attributes can be used to be represented
or to set the order of the data in the visualization.

3.5 Visualization Generation Transformation - (Model to Text)

The Visualization Generation Transformation has as input the data visualiza-
tion model from the previous step. This transformation transforms each element
within the visualization specification into a code level specification for a graphic
library. In our case, we use the D3 JavaScript library [3] for generating the visu-
alization. The GraphicType and the Orientation determine the type of visualiza-
tion to implement. Categories and measures and their respective axes determine
how the data is assigned to each axis. Meanwhile, the Color Range is translated
into custom color scales. Moreover, if a Legend has been defined, the type of the
legend, title, position, font family and text size are be translated attributes in
the corresponding d3.legend function call. Finally, the title is used to provide a
name to the visualization created, and the dashboard position is used to assign
a position to the visualization.

4 Case Study

In order to evaluate the validity of our approach we have applied it to a real
case study, based on a tax collection organization. Due to space constraints, we
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provide a reduced example including enough data in order to allow readers to
completely understand the approach. Therefore, the example is constrained to
a Tax Region Area covering only three provinces. The organization requires a
set of visualizations to analyze their data in order to help them detect under-
lying patterns in their unpaid bills and tax collection distribution. Due to the
sensitivity of their data, we are not allowed to show the real values.

4.1 Specifying User Requirements

Through the application of our User Requirements Model to a tax collection
organization, the Fig. 6 has been generated. A tax collector user wants to ana-
lyze the unpaid debts. Therefore, the analysis will focus on the “Tax collection”
business process. Defining a business process helps determining the scope of the
analysis and the goals pursued. The user is not a specialist in Big Data Analytics
but rather an expert in tax management, thus she is defined as “Lay user”.

Next, the main objectives of the business process are defined as shown in
Fig. 6. Specifically, the user defined her strategic goal as “Reduce the unpaid
bills”. Strategic goals are achieved by means of analyses that support the
decision-making process. The analysis type allows users to express what kind
of analysis they wish to perform. In this case, the user wishes to know why bills
are unpaid. Thus, the user decides to perform a “Diagnostic analysis”.

The diagnostic analysis is decomposed into decision goals. The user defined
her decisions goals as: “Identify unpaid bills”, “Identify the quantities unpaid”,
and “Analyze the evolution”. Decisions goals communicate the rationale followed
by the decision-making process; however, by themselves they do not provide the
necessary details about the data to be visualized. Therefore, for each decision
goal we specify one or more information goals.

From each of the decision goals the user refined the following information
goals: “Identify places with more unpaid bills”, “Identify the type of unpaid bills”,
“Identify who has unpaid bills”, and “Evolution of unpaid bills”. Information
goals represent the lowest level of goal abstraction. And for each information goal,
we will have one visualization to achieve it. A visualization is characterized by
one or more visualization goals which describe what aspects of the data the visu-
alization is trying to reflect, and one or more kinds of interaction that they will
like to have with the visualization. Moreover, a visualization will make use of one
or more data source elements to get the relevant data from the database. In this
case, the user defines the interactions she want to have with each visualization
and her visualization goals following user guidelines. “Overview”, “Zoom” and
“Details-on-demand” have been defined as interactions and “Geospatial”, “Com-
position”, “Comparison”, “Order”, and “Trend” as visualization goals. Finally,
the user specifies the data source where the analysis will be performed and selects
the Categories and Measures that will populate the visualizations.
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Fig. 6. Application of our user requirements metamodel to the case study.

4.2 Profiling Data Sources

Once user have defined the data sources and collections from where the data will
be extracted, it is possible to profile data sources to determine Dimensionality,
Cardinality and Dependent/Independent Type.

We focus on the “Identify the type of unpaid bills” Information Goal
from our Goal-Oriented model, which requires information about categories
“Type” and “Province” and measures “Amount”. Firstly, by the Data Profil-
ing Model, are classified the independent variables “Type” and “Province” as
Nominal and the dependent variable “Amount” as Ratio. Dimensionality is set
to n-dimensional, because the user has defined 3 variables to visualize. Finally,
the Cardinality is defined as Low Cardinality because the data contains a few
items to represent 3 provinces to represent and there are 6 types of bills.

Overall, the visualization specification obtained through User Requirements
Model and Data Profiling Model are:
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– Visualization Goal: Composition & Comparison
– Interaction: Overview
– User: Lay
– Dimensionality: n-dimensional
– Cardinality: Low
– Independent Type: Nominal
– Dependent Type: Ratio

With the definition of this visualization specification, by applying our visual-
ization specification transformation, the visualization type generated is “Stacked
Column Chart”.

4.3 Specifying Data Visualizations Requirements

The visualization specification is used as input of the Data Visualization Model.
A visualization tool will be generated as Fig. 7 shows using the information
collected in the process.

The tool shows the most suitable visualization type, the integration type
defined by the user and a representation of the visualization. It also shows the
selected elements to be represented in the visualization. The user will have to
choose in which axes she want to see each element represented. In this case, we
have “Province” in X axis, “Amount” in Y axis and “Type” as Color. The user
also has to select the element that determines the order in the visualization.
Other element to specify is the orientation of the visualization, this can be
defined as horizontal, vertical or any if the visualizations have no orientation.
In this case the user has decide to user a horizontal orientation. Next element
is the legend, which can be shown or not. A legend may have a title, a type
(in this case the user has decide to represent it like a list), a position on the
visualization, a font family, and a text size. The range of colours used to
represent the visualization also has to be choose, the user can choose one of
the color ranges proposed or personalize a range. Finally, the user can give a
dashboard position to the visualization and a title.

The user will review the data visualization model until she achieves her visu-
alization requirements. Once all the elements have been customized, the user has
to validate if the visualization obtained does contribute to answer her informa-
tional goal, in this case “Identify the type of unpaid bills”. If the visualization
is validated, it will be generated making a call to the D3 JavaScript library [3],
obtaining the visualization shown in Fig. 8. Otherwise, an unsuccessful valida-
tion would generated a review of the existing user requirements model, to start
a new iteration and generating in turn an updated model.

This visualization, combined with those generated for the others informa-
tion goals, will be grouped into a dashboard, aimed at satisfying the analytic
requirements of our tax collector user with the most adequate visualizations and
covering all the data required by the analysis.
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Fig. 7. Application of our data visualization metamodel to the case study.

Fig. 8. Visualization rendered in D3.js.

5 Conclusions and Future Work

In this paper, we have presented an approach in the context of the Model Driven
Architecture (MDA) standard in order to help users derive the most adequate
visualizations. Our approach envisages three different models, (i) a requirements
model based on goal-oriented modeling for representing information require-
ments; (ii) a data profiling model that abstracts the required information from
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the data sources; and, (iii) a visualization model for capturing visualization
details regardless of their implementation technology. Together with these mod-
els, we have proposed a series of transformations that allow us to bridge the gap
between information requirements and the actual implementation. The great
advantage of our proposal is that users can focus on their information needs and
obtain the visualization that is better suited for their particular case, without
requiring visualization expertise. In order to check the validity of our approach,
we have applied our approach to a real use case focused on a tax collection organi-
zation. The results obtained, as well as a currently ongoing family of experiments,
support the approach presented.

As part of our future work, we are working on the definition and generation
of dashboards as a whole. In this way, we will simplify and reduce the resources
required to obtain visual analytics, which is of special interest for small and
medium companies who cannot afford hiring several analysts in order to cover
data, visualization, and business expertise required for Big Data analytics.

Acknowledgments. This work has been co-funded by the ECLIPSE-UA (RTI2018-
094283-B-C32) project funded by Spanish Ministry of Science, Innovation, and Uni-
versities. Ana Lavalle holds an Industrial PhD Grant (I-PI 03-18) co-funded by the
University of Alicante and the Lucentia Lab Spin-off Company.

References

1. Ardagna, C.A., Bellandi, V., Ceravolo, P., Damiani, E., Bezzi, M., Hébert, C.:
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Lavalle, A., Teruel, M. A., Maté, A., & Trujillo, J. (2020). Improving Sus-
tainability of Smart Cities through Visualization Techniques for Big Data
from IoT Devices. Sustainability, 12 (14), 5595.

Factor de Impacto: 2,576
Clasificación JCR: Q2 (120/265 Environmental sciences)

Disponible en:
DOI: https://doi.org/10.3390/su12145595

81

https://doi.org/10.3390/su12145595




sustainability

Article

Improving Sustainability of Smart Cities through
Visualization Techniques for Big Data from
IoT Devices

Ana Lavalle 1,2,∗ , Miguel A. Teruel 1,2 , Alejandro Maté 1,2 and Juan Trujillo 1,2

1 Lucentia Research, DLSI, University of Alicante, Carretera San Vicente del Raspeig s/n,
San Vicente del Raspeig, 03690 Alicante, Spain; materuel@dlsi.ua.es (M.A.T.); amate@dlsi.ua.es (A.M.);
jtrujillo@dlsi.ua.es (J.T.)

2 Lucentia Lab, C/Pintor Pérez Gil, N-16, 03540 Alicante, Spain
* Correspondence: alavalle@dsi.ua.es

Received: 15 May 2020; Accepted: 9 July 2020; Published: 11 July 2020
����������
�������

Abstract: Fostering sustainability is paramount for Smart Cities development. Lately, Smart Cities
are benefiting from the rising of Big Data coming from IoT devices, leading to improvements on
monitoring and prevention. However, monitoring and prevention processes require visualization
techniques as a key component. Indeed, in order to prevent possible hazards (such as fires, leaks, etc.)
and optimize their resources, Smart Cities require adequate visualizations that provide insights
to decision makers. Nevertheless, visualization of Big Data has always been a challenging issue,
especially when such data are originated in real-time. This problem becomes even bigger in Smart City
environments since we have to deal with many different groups of users and multiple heterogeneous
data sources. Without a proper visualization methodology, complex dashboards including data from
different nature are difficult to understand. In order to tackle this issue, we propose a methodology
based on visualization techniques for Big Data, aimed at improving the evidence-gathering process
by assisting users in the decision making in the context of Smart Cities. Moreover, in order to assess
the impact of our proposal, a case study based on service calls for a fire department is presented.
In this sense, our findings will be applied to data coming from citizen calls. Thus, the results of this
work will contribute to the optimization of resources, namely fire extinguishing battalions, helping
to improve their effectiveness and, as a result, the sustainability of a Smart City, operating better
with less resources. Finally, in order to evaluate the impact of our proposal, we have performed an
experiment, with non-expert users in data visualization.

Keywords: internet of things; data visualization; big data analytics; smart city; methodology; artificial
intelligence; dashboards

1. Introduction

Needless to say that the cities we live on are increasingly becoming Smart Cities [1].
Smart city refers to a type of urban development based on sustainability [2] that is capable of
adequately responding to the basic needs of institutions, companies, and the inhabitants themselves,
both economically and in operational, social and environmental aspects. Thus, in order to achieve
such sustainability, Smart Cities need what has been called the 21st century’s oil [3], namely data.

Data can be collected through different methods [4], for instance, cameras and sensors distributed
throughout the city, communication between devices, or the interaction of human with machines. It can
be generated by meteorological observatories, financial markets or social networks. Even Internet
traffic of a Smart City can be analyzed. A large volume of data is generated continuously and it
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increases sharply as time passes. Therefore, a Smart City packed with inhabitants and devices can be
considered as a very vast source of data from which we can extract valuable knowledge [5,6].

The extraction of knowledge from data can improve many sectors. Indeed, economists in [7]
estimate that the global Gross domestic product (GDP) will be up to 14% higher in 2030 as a result
of the accelerating development and take-up of Artificial Intelligence (AI) [8], the equivalent of an
additional $15.7 trillion. This scenario represents a significant boost for the world economy with
potential to raise a new industry and generate numerous business opportunities. Despite the fact
that cities occupy only 2% of the planet’s territory, they represent between 60% and 80% of world
energy consumption and generate 70% of greenhouse gas emissions [9]. Therefore, in order to foster
sustainability and reduce energy consumption and greenhouse gas emissions, we require to improve
the efficiency of cities and transform them into Smart Cities through data analysis. Hence, Big Data
will play a fundamental role for the management of resources and the provision of important services.

Analyzing all dataflows coming from Smart Cities represents a big challenge, partially addressed
by the Big Data paradigm [10]. Their characteristics match Big Data V’s, providing large amounts
of data (Volume), the data comes from different sources, some of them are unstructured (Variety),
coming from reliable and unreliable sources (Veracity), some of them are generated and have to be
processed in real-time (Velocity), there is knowledge that the data provides value (Value), it is possible
to process and analyze the captured data (Viability) and represent it in an understandable way to the
final users (Visualization).

The Big Data paradigm enables us to gather all this data and process it in order to extract value
from the data sources and represent the information in a visual and attractive manner for the users.
It also helps to obtain behavior patterns that will enable us to design solutions and modify different
processes of cities to make them more sustainable.

Ref. [11,12] list the different areas and propose examples in which initiatives could be applied to
convert a city into a Smart City. Figure 1 represents this areas graphically. Such areas are explained in
the following:

Smart
City

Public	security

Buildings

Environment

Transport

Government

Education	and
culture

Healthcare

Urban	
services

Natural	
resources	
management

Social	
InclusionLife	Quality

Figure 1. Areas of a Smart City.
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• Social Inclusion: Underlining the importance of creativity, social integration, education and
tolerance, with the aim of bring the people and society inside to create a participatory and
innovative environment.

• Buildings: Intelligent systems in buildings could control the electrical and mechanical equipment.
It will reduce the maintenance costs and will improve their safety.

• Natural resources management: Sensors could automatically control the quality of resources,
as well as locate possible leaks (water, gas, oil and so on) or incidents.

• Transport: By analyzing data from cameras and sensors distributed throughout the city, it is
possible to reduce traffic jams or act on them efficiently. It will be possible to interact with the
network of traffic lights to make traffic more fluid. Also, citizens could also be informed of the
traffic situation and indicate the optimal alternative routes.

• Environment: Better energy management will save money and improve the environment. It will
also be possible to use different types of devices to analyze the emissions of greenhouse gases and
control them.

• Urban services: Through social networks, call centers and other systems, it will be possible to
know the opinion of citizens and tourists about the city’s services in real-time. Therefore, it will
be possible to know what services are needed and in which locations.

• Public security: Data could be collected and monitored to prevent crime through the correlation
of the information collected by the different systems installed in the city.

• Healthcare: Studying and analyzing clinical data will improve the decision-making in medical
treatments. Also, the digitization of hospital management, will make it more efficient.

• Education and culture: A better planning for each student can be offered by personalizing their
curriculum and analyzing their progression in order to detect situations of risk and reduce the
dropout rates.

• Government: Digitization of the public administration in order to optimize the services and to be
able to offer them through Internet.

• Life Quality: Solutions to provide information about the places of interest of a city and cultural
activities in order to facilitate the dissemination of information and motivate people to get involved
in them.

As described above, there are many areas in which initiatives could be applied in order to aid in the
conversion of a city into a Smart City. Unfortunately, this conversion is not automatic, it must be done
guided by conscious decisions city representatives. As such, data and AI outputs themselves can be
worthless if they are not represented in a proper manner. Indeed, to enable Smart Cities representatives
to take actions toward the correct development on such cities, it is necessary to provide such data as
comprehensive and straightforwardly possible, ideally in the form of key visualizations that drive
change. This can be cumbersome due to the complexity and volume of the data generated by the
Smart City’s devices. Furthermore, as [10] discuss, one of the main issues in Smart City development
is to transform the great amount of data streams into knowledge and finally, into strategic and tactical
decisions. Hence, using the correct visualizations is very important.

Therefore, in this paper we focus on the area of Smart Cities, with the aim of highlighting the
value that can be extracted from the data generated in them. Like any Big Data project, it is necessary to
capture, store, process and analyze large amounts of data from different sources in order to transform
them into useful knowledge. The main goal of our work is to provide a methodology that helps Smart
City representatives to make smart decisions aided by visualizations, leading the city towards a more
sustainable growth.

In previous works [13,14] we have defined a methodology that helps users to define and achieve
their goals. It extracts in a semi-automatically manner characteristics of the data sources and derives
automatically the best type of visualizations according to the defined context.
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In this paper, we have significantly improved our previous works as follows. First of all,
(i) we show how our proposal can be applied to the context of Smart Cities, exploiting existing
datasets in combination with Artificial Intelligence to provide city representatives with evidences
to make decisions that improve sustainability through city development and resource management.
The Artificial Intelligence approach is a novel issue introduced in this paper for the first time in our
overall and wider methodology. In addition, we (ii) improve our previous works by incorporating
the required steps and solutions to process data in real-time, and (iii) facilitate context information to
users, helping them better understand the output of (iv) an Artificial Intelligence algorithm we trained
for this particular case study.

Therefore, to the best of our knowledge, this is the first work presenting a complete methodology,
based on visualization techniques for non-experts, to cover all the data value chain from its generation,
through its gathering and processing and finally, offering an easy visualization technique (including AI)
to facilitate the decision making in the context of Smart Cities.

In order to put into practice the proposed methodology, we have used a case study based on the
service calls management from the fire department of San Francisco. The objective of this city is to
improve the sustainability of their processes by analyzing the responses of the emergency services.
A complete dashboard will help them to reorganize the services as needed and to be ready for the
action. It will lead to the reduction of the number and severity of serious fires in the city.

Furthermore, in order to evaluate the impact of our proposal, we have performed an experiment,
with 12 non-expert users in data visualization. Each user was tasked with filling a questionnaire with
two exercises. In the first exercise, a dataset was provided to users with the aim that they to made
an analysis on them. Besides, in the second exercise, users were tasked with do different analysis by
following our proposed methodology. The results obtained from the experiment have been analyzed.

The advantages of our proposal are that (i) it helps users to define their goals and achieve them
through decision making supported by the most adequate historical and real-time visualizations in
the context of Smart Cities, (ii) it provides a rationale for dashboard design, (iii) it helps to visually
understand the output of Artificial Intelligence algorithms (iv) it enables users to gather evidence for
making strategic and tactical decisions. Without the benefits introduced by our proposal, it would be
hard for the users to understand the state in which their processes are, and to be able to make the best
decisions in relation to them.

The rest of the paper is structured as follows. Section 2 presents the related work in this area.
Section 3 describes our proposed methodology to fostering sustainability through visualizations.
Section 4 shows our approach applied in a Smart City case study. Section 5 presents a evaluation of
our approach. Finally, Section 6 summarizes the conclusions and our future work.

2. Related Work

During the last few decades, sustainability and sustainable development have become popular
topics not only for scholars in the fields of environmental economics, technology and science, urban
planning, development and management. It has also become popular for urban policy makers and
professional practitioners [15].

In a city context, a city may be called smart when investments in human, social capital and ICT,
foster sustainable economic growth and a high quality of life, as well as wise management of natural
resources, through participatory government [16].

Regarding Internet of Things (IoT) for Smart Cities, significant research effort and technological
development have been devoted. The main reason is the exponential growth of devices/smart objects
that can participate in an IoT infrastructure [17].

According to [18], the typical challenges raised by the application of the IoT on Smart Cities are:
Security and Privacy (the system can be subjected to attacks), Heterogeneity (each system component
is knitted to the particular application context), Reliability (the communication between smart devices
may not reliable enough), Large Scale (the large scale of information requires suitable storage and
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computational capability), Legal and Social Aspects (when the service is based on user-provided
information), Big Data (it is certainly necessary to pay attention to transferring, storing and recalling
and also analyzing such a huge amount of data produced by smart devices) and Sensor Networks
(process the large-scale data of the sensors in terms of energy and network limits and various
uncertainties).

Some researchers propose approaches to provide solutions to interconnect IoT elements. In [19]
is proposed an Artificial Intelligence-based semantic IoT hybrid service architecture which enables
flexible connections among heterogeneous IoT devices. In [20] is proposed an IoT-based platform
for the development of cyber–physical systems suitable for Smart Cities services and applications.
The authors provide a set of abstractions suitable to hide the heterogeneity of the physical
sensor/actuator devices embedded in the system. Besides, in [21] authors are focused in locating and
optimizing the traffic in cities through a swarm-based architecture that interconnect their elements.

In [22] is introduced a Machine Learning approach to automate and help crime analysts to identify
the connected entities and events. They collect, integrate and analyze diverse data sources to generate
alerts and predictions.

Besides, several works have focused in how to visualize IoT data coming from Smart Cities.
Ref. [23] highlights the challenge of real-time data stream visualization in the fields of Smart Cities as
traffic, pollution, social media activity, citizens dynamics, etc. They apply different types of glyphs for
showing real-time stream evolution of data gathered in the city. In [24], they propose a Service Oriented
Architecture software platform aimed to providing Smart City services on top of 3D urban city models.
In [25] a solution is proposed for enhancing the visualization of IoT information. This study proposes
a framework to integrate IoT data into an environment based on Augmented Reality (AR). Finally,
Ref. [26] shows a use case scenario, where live air quality data that is visualized and monitored via
sensors installed on top of mobile post vans, driving around in the City of Antwerp.

However, none of these approaches take into account the users’ goals. As [10] argue, one of
the main issues in Smart City development is to transform the great amount of data streams into
knowledge and finally, into strategic and tactical decisions. Hence, using the correct visualization
is very important. The manner people perceive and interact with a visualization tool can strongly
influence their data understanding as well as the system’s usefulness [27].

Therefore, we propose a process that helps users to define their goals and derive automatically
the best type of visualization in the context of Smart Cities. Moreover, we provide visual techniques to
easily understand the output of Artificial Intelligence algorithms. It will enable users of Smart Cities to
make strategic and tactical decisions in order to improve the sustainability of their processes.

3. Process to Fostering Sustainability through Historical Visualizations and Instant Analysis

In this section we will describe our proposed process. Figure 2 summarizes the process followed in
our proposal. By following this process, users will be able to communicate their analytical needs and to
obtain automatically the set of visualizations most suitable to achieve their goals. These visualizations
will be grouped in a powerful dashboard that will help them to make strategic and tactical decisions in
order to help to improve the evidence-gathering process by assisting users in visualising data.

Firstly, users define through a series of guidelines the User Requirements Model presented in [13].
They will also define a set of Key Performance Indicators (KPIs) in order to measure the degree of
achievement of the goals.

Once the requirements have been defined, we differentiate 2 types of analysis. On the one hand,
a study to analyze the historical data that will enable users to have an image of the current situation of
the process. On the other hand, an instant analysis, where the incoming data will be processed at the
moment it arrives with the aim of anticipating to the events, as it will be explained later (Section 3.3).

Therefore, our process provides a set of visualization techniques to understand the current
situation of a process, thus enabling users to visually represent the output of Artificial Intelligence
Algorithms. In the following, we describe in detail the elements that compose our process (Figure 2).
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Figure 2. Proposed Process.

3.1. Definition of Requirements and KPIs

The first element that in our process is the User Requirements Model. This element will help users
to define their data analysis objectives and to achieve it through the visualizations that best suit them.
We can find an example of the application of this model into a real case of study in Section 4. In order
to formally define our model, in [13] we proposed this metamodel that we can see in Figure 3).

Figure 3. User Requirements Metamodel.
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The proposed metamodel is an extension of the one used for social and business intelligence
modeling [28], namely i* [29] and the i* for Data Warehouses extension [30]. i* elements are represented
in blue, and i* for Data Warehouses elements are represented in red. The elements added by us are
represented in light yellow and green. In the following, we will describe the elements that compose
the metamodel.

The Visualization Actor refers to the user of the system. There are two types of Visualization Actors:
Lay, if the user has no knowledge of complex visualizations, or Tech, if she has experience. The next
element is the Business Process on which users will focus their analysis. The business process will
serve as the guideline for the definition of Goals. A goal represents a desired state of affairs with
reference to the business process at hand. Goals can be divided into Strategic, Decision, Information,
and Visualization.

The Analysis Type enables users to express which kind of analysis they wish to perform. The type
of analysis can be determined by selecting which question from the following ones [31] is to be
answered: How to act? (Prescriptive), Why has it happened? (Diagnostic), What is going to happen?
(Predictive) or What to do to make it happen? (Descriptive).

A Visualization represents a specific visualization type that will be implemented to satisfy one or
more Visualization Goals. Each Visualization Goal describes an aspect of the data that the visualization
should reflect. These goals can be Composition, Order, Relationship, Comparison, Cluster, Distribution,
Trend, or Geospatial, as considered in [32]. Along with Visualization Goals, Visualizations have one or
more Interaction Types, that capture how the user will interact with the visualization. The different kinds
of interaction are Overview, Zoom, Filter, or Details on Demand as [32] consider. Finally, a Visualization
will make use of one or more Data Source Resource elements which will feed the data to the visualization.

As argued in [32], inexperienced users may find it difficult to properly give values to these
elements. Consequently, in [13], we proposed a series of guidelines to assist non-expert users in
definition of the model elements.

In order to improve the definition and measure the degree of achievement of the goals defined in
the User Requirements Model, users may define a set of Key Performance Indicators (KPIs). To do
this, users will use a table like the one shown in Table 1. This table represents an example of the goals
defined in the User Requirements Model that require extra information. For each goal, users may
define a KPI to measure it and a threshold to identify its possible states of the KPI.

Table 1. Example of table to the definition of KPIs.

Goal KPI Threshold

Increase profit Revenue - Cost >3 M$ Good, 3 M$–1 M$ Acceptable, <1 M$ Bad
Increase the number of visits Number of visits per week >1000 Good, 1000–700 Acceptable , <700 Bad

... ... ...

Once all the requirements have been defined, we differentiate 2 types of analysis as we see in
the following.

3.2. Historical Analysis

The Historical Analysis is aimed to make a summary of the current situation of the process.
The visualizations derived in this analysis will help users to understand which are the critical areas of
their processes and to be able to make right decisions about them.

3.2.1. Data Profiling Model

In order to derive the types of visualizations that will fit best in the Historical Analysis, we use the
Data Profiling Model to capture the characteristics of the data that are relevant for the visualizations.
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The Dimensionality, Cardinality, and Dependent/Independent Data Type will be extracted in a
semi-automatic manner as explained below.

• Cardinality represents the cardinality of the data, it depends of he numbers of items to represent.
It can be:
– Low from a few items to a few dozens of items.
– High if there are some dozens of items or more.

• Dimensionality represent the number of variables to be visualized. It can be:
– 1-dimensional when the data to represent is a single numerical value or string.
– 2-dimensional if one variable depends on other.
– n-dimensional when a data object is a point in an n-dimensional space.
– Tree when a collection of items have a link to one other parent item.
– Graph provided a collection of items are linked to arbitrary number of other items.

• Type of Data: is used to declare the type of each variable. It can be:
– Nominal when each variable is assigned to one category.
– Ordinal when it is qualitative and categories can be sorted.
– Interval if it is quantitative and equality of intervals can be determined.
– Ratio provided it is quantitative with a unique and non-arbitrary zero point.

3.2.2. Derivation of Visualizations

Once the Data Profiling Model is completed, this information will be combined with the
information coming from the User Requirements Model and it will result in the Visualization
specification. This Visualization specification will enable us to derive the best type of visualization
for each specification following the guidelines proposed in [32]. Furthermore, [14] explains how to
transform the Visualization specification into a visualization following a Model Driven Architecture
(MDA) standard. This approach also introduces a Data Visualization Model in order to facilitate the
selection of the right visual analytics to non-expert users.

Therefore, at the end of this analysis, users will get a set of visualizations that will form a
dashboard. This dashboard will enable non-expert users to understand the current status of their
processes. Furthermore, by following our approach, the visualizations that make up this dashboard
will be the most appropriate for each case and users will able to extract knowledge from them properly.

3.3. Instant Analysis

On the other hand, compared to historic analysis we have the type of analysis focused on a
specific moment, usually when an event has occurred. The Instant analysis will process the data as
soon it arrives with the aim of be anticipated to the incidents. Hence, we propose to use an Artificial
Intelligence (AI) algorithm to enable users to make predictions in real-time.

Firstly, the AI algorithm is trained with the Historic Data Source, this action will enable the
algorithm to learn about the correlation between the data source variables. Then, once the algorithm
has been trained, when new data come into the process, the algorithm will be able to automatically
and instantly predict what is going to happen.

Depending on the user’s goals, one type of algorithm or another will be chosen. In the next
section, we apply our approach into an illustrative case of study. In this case, we have applied a Deep
Neural Network, which is able to predict attributes of data that are unknown at that time and generates
additional information that can be interpreted in combination with the information facilitated through
the historical analysis. This way, users have more information and better understanding of the context,
allowing them to better to interpret the data for making decisions.
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4. Case Study: Fire Department Calls for Service

In this section, we will apply our approach into a real case of study. The aim of this case of study
is to demonstrate how a city that collects and offers its data can improve the sustainability of their
processes thanks to the evidence gathered by means of Big Data techniques and visualizations.

The data provisioning process can be done from many different sources. In this case we have
used Open Data Portals. The way to operate with Open Data is the same as with any other data
source, with the advantage that there are no limits of use or publication. Open Data is defined as “that
content that can be freely used, modified, and shared by anyone for any purpose” [33]. For this reason,
we have taken as input the open dataset of San Francisco city [34]. More specifically, we took the Fire
Department Calls for Service dataset [35]. This dataset contained 5.27 millions of rows and 34 columns
by April 2020. Each row corresponds to a call to fire units. In order to improve sustainability, this city
would require a set of visualizations to analyze their data in order to improve the response of their
emergency services. We assume the role of a user that is trying to reduce the severity and number of
serious fires in the city.

As is shown below, we will apply our approach to this case study by following our proposed
process (Figure 2).

4.1. User Requirements Model and KPI Definition

Following our proposed process (Figure 2), the first element is the User Requirements Model.
Figure 4 shows the result of its application. In this case, the user is the Fire Department Supervisor
of the city of San Francisco. However, such user is not a specialist in visualization of Data Analytics.
Therefore, the user is defined as “Lay user”. In this case, the user has decided to perform the analysis
about the “Service Calls Managment” process. It helps to determine the scope of the analysis and what
kind of goals will be pursued. Following the process, the strategic goal is defined as “Reduce serious
fires”. Strategic goals are achieved by means of analyses that support the decision-making process.
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Figure 4. Application of our User Requirements Model to the Case Study.

Next, in this case study, the user has decided to create two types of analysis. One “Prescriptive
analysis” in order to make an historical analysis and discover how to turn the city into a more sustainable
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Smart City. Furthermore, the user also decides to create a “Predictive analysis” with the aim of predicting
what is going to happen in order to be able to act more efficiently.

Each type of analysis is decomposed into decision goals. A decision goal aims to take appropriate
actions to fulfill a strategic goal and it explains how it can be achieved. In the case of the Prescriptive
analysis, the user defines “Identify fire risk” and “Analyze the performance of Battalions” as a decision
goals. For each decision goal the user also specify one or more information goals to provide more
detailed information, the information goals represent the lowest level of goal abstraction. To achieve
the decision goal “Identify fire risk”, the user defines the information goals: “Identify month with more
fires”, “Identify days of week with more fires”, “Identify time slot with more fires” and “Identify districts with
more fires”. Besides, in order to achieve the decision goal “Analyze the performance of Battalions” the
information goals defined by the user are “Average time of arrival to the scene by Battalion” and “Number
of calls answered each year by Battalion”.

Otherwise, in order to make the Predictive analysis, the user defines “Reduce arrival time’ as a
decision goal, which is specified in detail by the information goals “ Identify probability of action of unit”
and “Identify the probability of be a fire”.

For each information goal a visualization will be automatically derived in order to achieve it
(the visualizations used to achieve the information goals “Identify month with more fires”, “Identify
days of week with more fires” and “Identify time slot with more fires” follow the same needs, for that
reason they have been grouped in the model). A visualization is characterized by one or more
visualization goals and kinds of interaction. The visualization goals describe which aspects of the data
the visualization is trying to reflect and the interaction type describes how users would like to interact
with the visualization. Users may use the guidelines that are published in [13] in order to define these
elements. In this case the user has selected “Trend” ,“Distribution”, “Geospatial”, “Comparison” and
“Composition” as visualization goals. And “Overview” and “Details-on-demand” as interaction types.

Finally, the user specifies the data source where the analysis will be performed over and selects
the Categories and Measures that will populate the visualizations.

Once the User Requirements Model is done, users will define the KPIs through a table like Table 2.
In this table the KPIs to measure the degree of achievement of the goals (for the goals which needs
KPIs) are defined. Furthermore, it is necessary to identify the thresholds of each KPI in order to define
its possible states and be able to decide whether the KPI is succeeding or failing.

Table 2. KPI Definition.

Goal KPI Threshold

Reduce serious fires Number of serious fires

Identify action probability of unit % probability of being called >70% high, 70% −40% medium, <40% low
Identify the probability of be a fire % probability of fire >70% high, 70% −40% medium, <40% low

In this case, the user has defined the number of serious fires as KPI in order to measure the
strategic goal “Reduce serious fires”. For the information goal “Identify action probability of unit” a
percentage to measure the probability that the unit will be called is proposed. The thresholds to define
the states that this variable can take have been defined as High probability when there is a probability
of action higher than 70%, Medium probability when the probability of action is between 70% and
40%, and finally, Low probability, when the probability of action is lower than 40%. For the case of the
information goal “Identify the probability of be a fire” a percentage to measure it is also proposed. In this
case, the threshold is defined as High when there is a probability of fire higher than 70%, Medium when
the probability is between 70% and 40%, and Low when the probability is lower than the 40%.
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4.2. Historical Analysis (Prescriptive)

Following our approach, in order to perform the historical analysis, the next step is to apply our
Data Profiling Model (Section 3.2.1) to determine the Dimensionality, Cardinality and Data Type of
the selected data source.

For example, the visualization “Identify districts with more fires” (from the model shown in
Figure 4) requires information about the category “Districts” and the measurement “Amount of fires”.

Firstly, using the data profiling tool (Section 3.2.1), the independent variable “Districts” is classified
as Nominal and the dependent variable “Amount of fires” as Ratio. Dimensionality is set to 2-dimensional,
because the user has defined 2 variables to visualize. Finally, the Cardinality is defined as High
Cardinality because the data contains many items to represent.

Overall, the visualization specification obtained through User Requirements Model and Data
Profiling Model is:

• Visualization Goal: Distribution
• Visualization Goal: Geospatial
• Interaction: Overview
• User: Lay
• Dimensionality: 2-dimensional
• Cardinality: High
• Independent Type: Nominal
• Dependent Type: Ratio

With this visualization specification we are able to derive it into the most suitable visualization
type following the approach proposed in [32]. As we specify in Section 3.2.2, the explanation of how to
do this process in an automatic manner is covered in [14]. In this case, the visualization type that better
fits this specification is a “MAP”. This whole process is repeated with the rest of the visualizations
that compose the model shown Figure 4 in order to derive the most suitable visualization type for
each specification.

4.3. Predictive Analysis

However, not all the necessary information can be extracted from historical analysis. In order to
perform the Predictive analysis, we will face a real-time scenario, where the user wants to predict in
real-time the “Probability of action of unit” and “Probability of be a fire”, as it is specified in Figure 4.

In order to predict events, an AI algorithm will be integrated into the system. This algorithm
will analyze each incoming call and will make a prediction before be answer with the aim of send a
forewarning to the Battalions when they have a high probability of action.

The AI algorithm will be trained with the Historic Data Source. This algorithm will learn about
which are the variables in the data source that determine the type of call and the probability of
action of the Battalions. The reason why we use the complete data source is because, in the User
Requirements Model (Figure 4), the user has selected the entire data source to feed the visualizations
of the Predictive Analysis.

In this case, as is shown in Figure 5, we have used a dense Deep Neural Network (DNN) with
6 layers and (input, output and 4 hidden ones). In order to avoid the problems that data bias brings,
as we explain in [36], first step is to shuffle the whole dataset and separate it into Train, Validation and
Test data. In this case 70% of the data is used to train the algorithm, 20% to validate it and the 10% to
test it. The train and validation data will form the input of the algorithm, these data will be used by
the algorithm to learn how to classify. Then, test data will be use to check the learning result.
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Figure 5. Application of the AI algorithm to predict the probability that a call was a fire.

In this case, as Figure 5 shows, the algorithm input will be formed by the variables “Time”,
“Day of week” and “Zipcode”. Each variable will have a set neurons to represent each of its types
of attributes. More specifically, the Zipcode will be represented by using a one-hot [37] encoding into
27 input neurons. In the same sense, the Day of Week will codified into 7 neuron. Besides, since the
Time is not categorical, it will be represented by using one neuron.

Then, a layer with 64 neurons by each variable will be launched. Following, these neurons will
be mixed with a layer of 32 neurons by variable. Finally, all these neurons will be grouped into a
96 neurons, them will be reduced to 64 neurons, to 32 neurons, and the output will be a binary neuron.
This is the most complex task and the one that will need more computational capacity.

Once the algorithm has been trained and tested, when new data come into the process, as a new
call, the algorithm will be able to automatically and instantly predict information about the process.
The output of this algorithm will be a number between 0 and 1, where a number close to 0 will means
that there is no fire risk and a number close to 1 will mean that there is high fire risk. This information
will be represented in a Key Metric visualization as Figure 4) indicates. These visualizations are
composed by resources that specify the threshold values. These thresholds has been previously
defined in Table 2. Therefore, these visualizations will be created by taking into account these specific
thresholds and will enable users to visually understand the algorithms output.

Moreover, beside to visually represent the probability of action, in order to achieve the decision
goal “Reduce arrival time”, the task “Send forewarning to Battalions” will be executed. Therefore, those
Battalions with a higher probability to be called will be forewarned. As a result, they will be able to be
ready for the action and in this way, the reduction of the arrival time will consecutively reduce the
impact of the fire.

Therefore, by applying this AI algorithm, when a call comes in, users will know automatically
extra information that has not yet been received and the probability of this information to be true.
Furthermore, our approach provides visual techniques to easily understand the algorithm output and
allows users to define thresholds in order to distinguish when the result of the algorithm is relevant to
them. These visualizations will be grouped into a dashboard that will be updated with each call, thus
always offering the most up-to-date information.

4.4. Final Dashboard

Once all visualizations have been developed following the recommended visualization types
proposed in Figure 4, a dashboard like the one shown in Figure 6 will be generated. The dashboard
will combine all the generated visualizations aimed at satisfying the analytic requirements of our fire
department supervisor user. The visualizations that make up the dashboard are grouped following the
types of analysis defined in the User Requirements Model (Figure 4).
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Figure 6. Dashboard for Service Calls Management analysis.

This dashboard represents the overall analysis of the Service Calls Management process. On the
left side, the historical analysis is represented. Here the user is able to identify the fire risk at a certain
moment as well as the fires distribution through the different districts. Furthermore, the user may
also analyze the performance of the Battalions thought the average time to arrival to a scene and the
number of calls answered by each Battalion.

On the other hand, on the right side, it will be represented the key metrics that will made possible
to analyze each incoming call before answering it. These visualizations will be updated for each
incoming call and they will represent the probability for the call to be a fire, as well as the probability
for the Battalions to be called for action. Moreover, as is defined in Figure 4, an automatic forewarning
will be send to the Battalion with the highest probability of action, in order to enable them to be ready
for action, thus reducing the arrival time to the scenarios.

Finally, at the top of the dashboard there is a key metric that measures the strategic goal
“Reduce serious fires”. This KPI will enable users to follow the impact of their decisions and check
whether the measures in place are really improving the sustainability of the city.

5. Evaluation

In order to evaluate the impact of our proposal, we have performed an experiment,
with non-expert users in data visualization. The experiment consisted in filling a questionnaire
with two exercises. On each exercise, a dataset was presented to users and they were asked to define a
series of visualizations to perform one type of analysis.

In the first exercise, users were asked to define a set of visualizations to perform an Historical
Analysis without following any methodology. While, in the second exercise, users were tasked
to perform an Instant Analysis by following our proposed methodology. The tasks posed were
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interchanged between two questionnaire models, and distributed equally among the participants as is
shown in Table 3.

Table 3. Experiment design.

Historical Analysis Instant Analysis

With Methodology Group A Group B

Without Methodology Group B Group A

Once both exercises were finished, they were asked more concrete questions that had to be
answered by using the created visualizations.

We took as non-expert users in data visualization software developers and non-IT users from a
company with experience in joint projects with public institutions from Alicante (Spain) who performed
the experimental task from home. A total of 12 non-expert participants filled the questionnaires. Since
we were unable to perform a fully controlled experiment due the COVID-19 measures, we used a
video conference tool to have direct contact with the participants. During the session, there were no
dropouts. Table 4 shows some statistics about the experimental sessions.

Table 4. Participant’s information.

Number of Participants 12

Female participants 25%

Average age 31.5

Regular use of
visualization tools 33.3%

Unusual use of
visualization tools 66.7%

According to the results obtained, the set of visualizations proposed without following any
methodology were able to answer the 23% of the specific questions posed, whereas this number rose
to 39% coverage when following our proposed methodology.

A T-test of the results showed statistical significance for the results obtained, confirming the
impact of the method proposed.

Threats to the Validity

In this section, we summarize the main limitations we envision for our approach.

• The subjects were randomly assigned within the groups to cancel out fatigue effects. However,
the experiment could not be fully controlled due to the COVID-19 measures. Nevertheless,
we tried to overcome this shortcoming by using a real-time remote meeting tool.

• The lack of a CASE tool forces users to be accompanied by a data analyst in order to follow the
proposed method, making it necessary to implement a user-friendly CASE tool to overcome
this limitation.

• The methodology increases the capability to answer questions, however, domain expertise can
still be considered a significant factor to define a more complete set of visualizations.

• In principle, our proposal is context-independent. However, since we have not yet tested the
proposal in a comprehensive enough set of contexts, it may be the case that some specific user
profiles have not yet been identified.
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6. Conclusions and Future Work

Nowadays, the cities we live on are transforming into Smart Cities, incorporating sensors and
other devices that generate large volumes of IoT data. The different nature of these data makes it
complex to process, combining a variety of sources at different speeds that require the application of
Big Data techniques. With the aim of solving these difficulties, a technological revolution emerges,
with potential to boost a new industry and to generate numerous business opportunities and helping
to improve the sustainability of our cities by improving their efficiency and resource management.

However, resource optimization cannot be achieved unless decision makers -city representatives-
obtain a clear view of the information processed, in turn having the necessary evidence to make the
correct decisions.

In this paper, we have proposed an approach that improves the evidence-gathering process in the
decision making through visualization techniques for Big Data in the context of Smart Cities. We have
combined our methodology to help users define their goals and derive the best type of visualization
with the possibility of including real-time data in the context of Smart Cities. These visualizations
represent incoming real-time data from IoT sensors in order to enable users to gather the necessary
evidence to make strategic and tactical decisions.In addition, they help understand the output of
AI algorithms, providing the necessary context to generate trust regarding the output. The set of
visualizations created takes into account the expertise of users, facilitating their understanding and
their translation into actions through decision making. Without the holistic view about the process and
its outputs provided by our proposal, it would be hard for the users to understand the state in which
their processes are, and therefore there would not be enough evidence for making the correct decision.

In order to assess the suitability of our proposal, we presented a case study based on fire
department’s call service, where data coming from IoT devices and incoming calls are analyzed.
In this particular case, our findings are applied to data coming from citizen calls. Thus, the results of
this work contribute to the optimization of resources by facilitating evidence for the decision making
process. Namely, fire extinguishing battalions will be better suited to respond when a call is received.

Our proposal has been evaluated through an experiment with 12 users without expertise in data
visualization. The results show that the visualizations obtained by our proposal are considered better
by users than the ones they created on-demand and, in fact, support better their information needs.

As part of our future work, we are working on extending the case study by applying it in other
Smart City processes with the aim of helping Smart Cities to improve the sustainability in all their
processes. Moreover, we plan to perform an evaluation of the understandability of the models created
with our methodology, similar to the one presented in [38]. Finally, we intend to develop a CASE tool
in order to ease the usage of our methodology. This this aim, we will follow the guidelines established
in [39].
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Abstract: Improving sustainability is a key concern for industrial development. Industry has recently
been benefiting from the rise of IoT technologies, leading to improvements in the monitoring and
breakdown prevention of industrial equipment. In order to properly achieve this monitoring and
prevention, visualization techniques are of paramount importance. However, the visualization of
real-time IoT sensor data has always been challenging, especially when such data are originated
by sensors of different natures. In order to tackle this issue, we propose a methodology that
aims to help users to visually locate and understand the failures that could arise in a production
process.This methodology collects, in a guided manner, user goals and the requirements of the
production process, analyzes the incoming data from IoT sensors and automatically derives the most
suitable visualization type for each context. This approach will help users to identify if the production
process is running as well as expected; thus, it will enable them to make the most sustainable decision
in each situation. Finally, in order to assess the suitability of our proposal, a case study based on gas
turbines for electricity generation is presented.

Keywords: Internet of Things; data visualization; Big Data analytics; sustainable production;
gas turbines; Artificial Intelligence

1. Introduction

Global energy consumption is increasing on a daily basis [1,2]. New lifestyle trends are increasing
the need for electricity generation. In order to cope with this ever-growing need, a sustainable energy
production process is required [3]. In this sense, one approach to aiding the sustainability of energy
production is to exploit the potential of the Internet of Things (IoT). The adoption of IoT by industry
has led to highly sensorized machinery [4]. Thus, thanks to the data provided by these sensors, it is
possible to better understand how an electricity production process is performing, and thus it is
possible to take actions aimed at improving the throughput and sustainability of the whole process [5].

The introduction of Artificial Intelligence (AI) processing data provided by sensors has enabled
the determination of whether a generation process is running as well as expected [6]. Indeed, Predictive
Machine Learning can be applied in order to assess whether or not machinery may fail in the near
future [7]. Nevertheless, such techniques are often based on the usage of neural networks, whose input
is usually the general status (or a subset) of the whole system (i.e., tuples of the data generated from
all the system’s sensors) [8]. Thus, since neural networks act as a black box, it is unlikely that they can
provide information regarding the part of the system which is going to cause the predicted failure [9].

However, even if the output of the neural network can only determine whether the process is
going to fail or not, the information of the production process can be complemented with visual
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details regarding the evolution of the machinery sensors. Thanks to these visualizations, machinery
operators can identify abnormalities in certain parts of the system, enabling them to identify certain
problems which could not be detected otherwise. Still, the creation of these visualizations is not trivial;
the large volume of sensor data produced across multiple magnitudes makes it challenging to present
the necessary information to users without making it overbearing.

Therefore, in order to make such visualizations possible, we propose a new methodological
approach to monitor industrial machinery using an IoT-based visualization technique. The main goal
of this work is to help non-expert users in data visualization to visually locate and understand the
failures that could arise in a production process, thus enabling them to make the most sustainable
decision in each situation.

In previous works [10,11], we defined a model that helped users to specify and achieve their
goals. It extracted the characteristics of the data sources and automatically derived the best type of
visualizations according to the defined context. Moreover, in [12], we have published an approach
that is focused on the context of Smart Cities; in this work, we proposed a methodology, based on
visualization techniques, with the aim of improving the evidence-gathering process by assisting users
in their decision making in the context of Smart Cities.

In this paper, we have significantly improved and complemented our previous works as follows:
(i) we show how our proposal can be applied to the context of industrial machinery, (ii) we broaden
our proposed metamodel by adding new elements to make it suitable for real-time scenarios,
and (iii) we provide a novel methodology to monitor industrial machinery, which is divided into two
phases (the first phase is performed before runtime, and the second phase is executed at runtime).
This methodology (a) to define the goals and requirements of the production process, (b) automatically
derives the most suitable visualization type for each context, (c) helps users to visually understand the
output of Artificial Intelligence models and (d) provides visualizations to help users to make the most
sustainable decision in each situation.

Furthermore, in order to test and show the applicability of our proposal, we have presented a
case study based on gas-based electricity generation turbines. Gas turbines are large machines that
can be heavily sensorized. A picture of a gas turbine can be seen in Figure 1. The gas turbine in our
case study includes 80 sensors from which data are gathered at runtime. The complexity of the data,
the speed at which data are generated and the importance of detecting failures make this a perfect
scenario to test how our approach improves the sustainability of the process; i.e., how it improves the
performance of the process by preventing the breakdown of the machines. The results of this case
study confirm that our proposal helps to improve the sustainability of the process.

The advantages of our proposal are that (i) it enables users to monitor the quality of the systems,
(ii) it aids in preventing the breakdown of the machines, (iii) it helps to identify if the production
process is running as well as it was expected, and (iv) it helps users to understand and co-relate the
outputs of an AI engine. Without the benefits introduced by our proposal, users would find it more
difficult to determine the optimality of the execution of the production process. Moreover, it would be
difficult for them to identify whether stopping production is the most sustainable decision.

The rest of the paper is structured as follows. Section 2 presents the related work in this area.
Section 3 describes our proposed methodology for fostering sustainability through visualizations.
Section 4 shows our approach, which is applied in a real case study for electricity generation based
on gas turbines. Section 5 summarizes the limitations of our work. Finally, Section 6 summarizes the
conclusions and sketches our future work.
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Figure 1. Gas turbine.

2. Related Work

The importance of the sustainable development in industry is increasing. In 1992, the concept of
sustainable production emerged at the United Nations Conference on Environment and Development [13].
There, it was determined that the main cause of the deterioration of the global environment is the
unsustainable pattern of consumption and production, especially in industrialized countries.

The sustainability strategy includes indicators giving a measurable overview of trends and
involves action by all sectors, especially industrial systems. This sector should play an important
part in the attainment of sustainability goals [14]. The set of strategic metrics for assessing
sustainability includes [15] (i) reflecting the status of a system, (ii) providing early warning information,
(iii) anticipating future conditions and trends, (iv) comparing across places and situations and
(v) highlighting what is happening in a large system.

In [16], a new methodology was presented to promote and measure sustainable production
in business. The authors proposed 22 indicators and provided guidance to select additional,
production-specific indicators.

As [17] argues, visualizations may help in making energy-saving management decisions.
A visualization of the incoming data can provide insights. However, visualizing big data in real-time
is a challenge itself. The growth of the Internet of Things (IoT) means that the amount of available
real-time data is increasing rapidly; therefore, the development of analysis programs for IoT platforms
is a complex task [18].

Cyber-physical systems are successful in various scientific communities, specifically regarding
production issues [19]. The industry represents a rich data environment, and increasingly large
volumes of data are constantly being generated by its processes. However, only a relatively small
portion of the data is actually exploited by manufacturers [20].

Several works have focused on IoT visualization. For example, in [17], a platform is proposed
to transform sensor data to context-based visualized data. One sector in which the visualization of
IoT sensors is used is in the Smart Cities domain. These systems generate massive amounts of data
that can be analyzed and visualized to better understand people’s dynamics [21]. Another sector
is healthcare: the visualization of data, metadata and sensor networks is becoming one of the most
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important aspects of the health monitoring process [22]. In [23], an intelligent healthcare framework
based on IoT technology is proposed, providing ubiquitous healthcare to users during their workout
sessions. In [24], the authors propose an ambient intelligence environment for cognitive rehabilitation
at home, combining physical and cognitive activities. They implement a Fuzzy Inference System in
which smart sensors and actuators attempt to compensate for the absence of the therapist.

The visualization of a large data set is a demanding task. The traditional manners of presenting
data face a few limitations as the amount of data grows constantly. In [25], the authors identified
challenges in big data visualizations, such as perceptual scalability, real-time scalability and interactive
scalability. They argue that visualization tools and techniques are able to help users in the identification
of missing, erroneous or duplicate values.

The authors in [26] contribute methods for the visualization of big data in real-time. They present
techniques to address perceptual and interactive scalability, following the principle that scalability
should be limited by the chosen resolution of the visualized data, rather than the number of records.
In [20], an Intelligent Data Analysis and Real-Time Supervision (IDARTS) framework is proposed
that combines distributed data acquisition, machine learning and run-time reasoning to assist in
fields such as predictive maintenance and quality control. The goal of their framework is to allow
manufacturers to translate their data into a business advantage.

In [18], the authors present I2—an interactive development environment that coordinates running
cluster applications and corresponding visualizations, where only the currently depicted data points
are processed and transferred. They present a model for the real-time visualization of time series
and show how cluster programs can adapt to changed visualization properties at runtime to enable
interactive data exploration on data streams. Additionally, [27] presented Hashedcubes—a data
structure for answering queries from interactive visualization tools that explores and analyzes large,
multidimensional datasets. This enables the real-time visual exploration of large datasets with low
memory requirements and low query latencies.

The aforementioned works highlight the importance of the use of visualizations in IoT scenarios.
On the other hand, other works such as [28] highlight the importance of fault detection and
isolation in safety-critical systems, such as gas turbine engines. They discuss the necessity of a
decision-support system to prescribe corrective actions so that the system can continue to function
without jeopardizing the safety of the personnel and equipment involved. The authors [28] propose
the use of Self-Organizing Maps (SOM) in order to visually explore the data in a two-dimensional
space, understand the nature of the input signal and gain insights into the difficulty of the fault
classification task. SOM transforms complex, nonlinear relationships between high-dimensional data
into topological relationships in a low-dimensional space.

Other works, such as [29], visualize turbulent flow behavior between turbines in a physical space
and allow the viewer to see intricate vortex-blade intersection configurations in a static-blade view.
In [30], examples of the implementation of optical techniques employed to visualize flow structure,
fuel spray patternation, liquid fuel penetration and combustion species are presented.

In [31], an OSRDP architecture framework for sustainable manufacturing is proposed.
The authors propose a system that is capable of processing massive sensor data efficiently when the
amount of sensors, data and devices increases. The system uses data mining based on Random Forest to
predict the quality of products. However, the proposed system classifies sensors as normal/abnormal
on an individual basis; it does not take into account problems that are only reflected by the readings of
the system as a whole. Moreover, it does not analyze which visualizations would be most adequate
to troubleshoot the underlying problems, making it more difficult to make adequate decisions for
their correction.

One of the core benefits of visualizations is that it enables people to discover visual patterns
that might otherwise be hidden [32]. However, it is very important to be mindful of which types
of visualizations are used in each context. Not all types of visualizations are suitable for visually
detecting anomalies; as [32] discusses, it is possible to create visualizations that seem “plausible”
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(design parameters are within normal bounds and pass the visual sanity check) but hide crucial
data features.

As we have shown, different approaches highlight the importance and challenges of visualizing
real-time data from IoT systems. Other approaches highlight the importance of systems that detect
and predict failures in order to achieve sustainable production. However, none of the approaches
listed above provide a complete methodology that captures information from an IoT system in order to
predict when the system may potentially fail and enables users to make the most sustainable decision
with the aid of real-time visualizations.

Therefore, we propose a methodology that chooses the best type of visualization based on users’
analytical needs. Moreover, visual techniques are provided so that users can understand the output of
Artificial Intelligence models. This will enable users to monitor the quality of the systems and to make
the most sustainable decision in each situation.

3. Methodology to Foster Sustainability through Visualizations

Once the related work has been presented, this section will describe our methodology. The main
aim of our proposal is to help users to visually locate and understand the failures that could arise in a
production process. Our methodology includes two phases. Phase 1 is the setup phase, performed
before production (runtime). In this phase, users define the goals and requirements of the production
process; this information is used to generate the best suited visualizations. Phase 2 is executed during
the production process (at runtime). In this phase, the production process is monitored with the
objective of aiding users in making the most sustainable decisions. In the following, we describe these
two proposed phases in detail.

3.1. Phase 1—Definition of Goals and Visualizations

As mentioned above, Phase 1 is executed prior to the production process. The objective of this
phase is for users to define the goals that they are aiming to achieve during the production process.
Therefore, the most proper type of visualization to achieve these goals will be automatically derived.
These visualizations, defined in the pre-production process, will be used to detect and monitor failures
in the production process. In this sense, we ensure that the visualizations shown to users are the most
suitable to meet their goals and help them to make decisions about the production process.

Figure 2 summarizes the process followed in Phase 1, which defines visualizations.
Firstly, users create a User Requirements Model aided by a sequence of guidelines published in [10].
This model guides non-expert users to capture their analytical needs. Furthermore, through this User
Requirements Model, users define, among others, which elements of the data source they wish to
represent in the visualizations. Complementary to this model, a Data Profiling Model [10] is obtained
by analyzing the features of the data sources to be visualized in a semi-automatic manner.

									Production	Process

User

Guidelines

User
Requirements

Model
Visualization
specification

Data	Source
														Data	Profiling	

														Model

Automatic
derivation

Figure 2. Phase 1—visualization definition process.
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Once both models have been obtained, they are translated into a visualization specification.
Following [33], we are able to derive the visualization specification into the most suitable visualization
to achieve each specified goal in an automated manner.

These generated visualizations are introduced in the production process at each defined moment.
Therefore, users will be able to monitor the production and make decisions more accurately based
on the visualizations. In the following, we describe the elements included in the visualization
definition orocess.

3.1.1. User Requirements Model

Our approach starts from a User Requirements Model that guides non-expert users towards the
definition of specific visualizations that they would need to achieve their data analysis objectives. It is
possible to find an example of the User Requirements Model applied to a real case in Section 4.

In order to formally define our novel model, we propose a metamodel (see Figure 3).
This metamodel is an extension of the model used for social and business intelligence modeling [34],
namely i* [35] and the i* for data warehouses extension [36]. It is worth noting that i* has already been
extended and used to model other real-time IoT-enabled domains [37].

Figure 3. User Requirements Metamodel.

In Figure 3, elements from i* are represented in blue, elements from i* for data warehouses are
represented in red and the elements added in our proposal are in yellow, including the new elements
introduced to work with real-time scenarios (represented within a red square). In the following, we will
describe the elements of the metamodel.

The user of the system is represented with the visualization actor element. We can find two
types of visualization actors: lay, when the user is not expert in complex data visualizations, or tech,
when the user has experience in data visualization. The next element is the business process on which
users will focus their analysis. This process will serve as a guideline for the definition of different goals.

Then, the analysis type enables users to define which kind of analysis they want to perform.
In order to determine the type of analysis, the user may select which of the following questions [38]
needs to be answered: (prescriptive) How to act? (diagnostic) Why has it happened? (predictive) What
is going to happen? or (descriptive) What should be done to make it happen?
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The visualization element represents a visualization type that will be created to satisfy the
visualization goals. The aspect of the data that the visualization should describe is represented with the
visualization goal. These goals can be defined as comparison, trend, relationship, composition, cluster,
geospatial, distribution, order or cluster, as considered in [33]. Furthermore, the visualizations have
one or more interaction type; this element represents the interaction that the user aims to have with
the visualization. As considered in [33], the different kinds of interaction are the following: details on
demand, zoom, overview or filter. Finally, a visualization will make use of a datasource resource,
which will feed the data to the visualization.

Furthermore, in order to cope with real-time scenarios, we have added new elements that capture
the execution time and the refresh time. The execution time element defines whether the visualization
will be executed in real-time, at a specific moment, or if it shows an image of the overall process,
while the refresh time element defines the interval of time in which the visualization will be updated.

As argued in [33], it can be difficult for non-expert users to give proper values to these elements.
For example, choosing the correct visualization goal can be difficult. Therefore, our proposal includes
some guidelines as shown in the flowchart in Figure 4. This element helps users to choose which
visualization goal best suits their needs. In [10], we propose other alternatives to make the definition
of model elements easier for non-expert users.

YESNO

I want to
visualize data

Do you want to see
the data represented
in the space / time?

YESNO Do you want
an ordered

list?
Emphasize the grouping into categories  CLUSTER
Analyze how data are dispersed in the space  DISTRIBUTION
Examine the general tendency  TREND
Analyze data using a geographical map  GEOSPATIAL

Compare values  COMPOSITION

Order values  ORDER

Establish similarities and dissimilarities  COMPARISON

Do you have another
visualization goal?

END

NO

YES

Do you want
to compare
values?

YES

Analyze correlation  RELATIONSHIP
Emphasize the grouping into categories  CLUSTER

NO

Figure 4. Guidelines expressed as a flowchart to help non-expert users to define visualization goals.

3.1.2. Data Profiling Model

The next model involved in the process is the Data Profiling Model; this model captures characteristics
of the data that are relevant for visualization. Firstly, through the User Requirements Model, users select the
data elements that they want to represent in the visualizations. Then, through the Data Profiling Model,
the data characteristics of dimensionality, cardinality and dependent/independent type are extracted in a
semi-automatic manner, as explained below.
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• Cardinality can be defined as low or high, depending on the number of items it is necessary to
represent. Low cardinality is defined as when there are few dozens of items to represent, while
high cardinality is when there are several dozens of items or more.

• Dimensionality represents the number of variables to be visualized. It can be defined
as one-dimensional when the data to represent are a single numerical value or string,
two-dimensional when one dependent variable depends on one independent variable,
n-dimensional if each data object is a point in an n-dimensional space, Tree if a collection of items
have a link to one parent item, or graph when a collection of items is provided and each item is
linked to an arbitrary number of other items.

• The type of data defines the data type of each variable. It can be defined as nominal if each
variable is assigned to one category, ordinal when each variable is assigned to one category and
the categories can be sorted, interval when it is possible to determine the equality of intervals or
ratio when there is a unique and non-arbitrary zero point.

3.1.3. Derivation of Visualizations

Once the User Requirements Model and the Data Profiling Model are completed and all the
requirements have been gathered, a visualization specification can be built. This process is covered
in [11], where the transformation from a visualization specification into a visualization implementation
is performed following a Model-Driven Architecture (MDA) standard.

3.2. Phase 2—Monitoring of Production Process

Once Phase 1 is completed, users will have defined their goals. Furthermore, the best types
of visualization to achieve and measure their goals will have been proposed. Then, the production
process starts. Figure 5 summarizes the approach to the production process in our proposal. In the
figure, we can see how visualizations generated through the visualization definition process (Figure 2)
are integrated and how users intervene during the severity and sustainability check in order to
decide whether the production should be stopped or not. In the following, we describe the different
components depicted in Figure 5 in more detail.

3.2.1. Cloud Computing Architecture

In order to integrate the real-time data from the sensors with the final dashboard, we have
designed the Cloud computing architecture shown in Figure 6. Firstly, the data from the sensors in the
production process are collected through a Pub/Sub queue. After that, a streaming analysis pipeline
will read the data from the queue and send the data to the AI Engine. Then, the data from the sensors,
along with the output data from the Artificial Intelligence model, are stored in a data warehouse.
From this data warehouse, the visualizations are fed by the data to be represented in the dashboards
that will be presented to the final user.

3.2.2. Artificial Intelligence Model

The first element of the process (Figure 5) is an Artificial Intelligence model. This element is used
to detect if there is any potential failure in the production process. A detailed explanation regarding
how predictive neural networks work is beyond the scope of this paper. Our proposal is focused on
providing techniques to visually understand the output of the models; however, we will briefly explain
how these models work together in order to make our proposal more comprehensible.

As Figure 7 shows, the first Artificial Intelligence model is fed with data from the different sensors
of the process and divided into two steps. Firstly, as Step 1 in Figure 7 shows, a clustering algorithm is
used [39]. This kind of algorithm analyzes the incoming data from the sensors in order to differentiate
the phases that compose the production process by analyzing the different values that the sensors have
in the whole process. Therefore, the output of this algorithm will be a model for the definition of the
phases that compose the process.
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Figure 5. Phase 2—production process.

Figure 6. Cloud computing architecture of the system.

Once the phases have been identified, a Deep Neural Network [40] based on Variational
Autoencoders (VAEs) for anomaly detection [41] is trained in each cluster (phase). Once the neural
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network is trained, as Step 2 in Figure 7 shows, the data from the values of the sensors are analyzed in
real-time. First, the incoming data are analyzed by the clustering model in order to discover the phase
in which the data have been generated. Once the phase is identified, the neural network corresponding
to that phase is called for prediction. This neural network identifies whether there are potential
failures present in the production process. Therefore, the output will be a data tuple encoded by the
corresponding VAE. The Euclidean distance between input and output tuples will be used to assess
whether or not the input of the model corresponded to an anomalous situation of the machinery.

With the information provided from the neural network and the clustering model, users are able
to determine if a potential failure has been detected, as well as the phase of the process in which it was
detected. However, due to the black-box nature of neural networks, this information is insufficient
to understand the root cause of the problem. Therefore, our approach introduces the next element:
the sensor analysis process.

	Historical	Data	Sensors

St
ep
	1
	-	
Tr
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ng

	Real-Time	Data	Sensors

St
ep
	2
	-	
E
xe
cu
tio
n

Neuronal	Network	
Model	Output	

Phase	1 Phase	2 Phase	N

Phase	1 Phase	2 Phase	N

Figure 7. Artificial Intelligence model.

3.2.3. Sensor Analysis Process

Once the Artificial Intelligence model has detected that there is a potential failure in the process,
the sensor analysis process (see Figure 5) enables users to detect what type of fault has occurred in
real-time and make decisions according to the severity of the problem.

The sensor analysis process compares the values of the sensors in order to detect which are out of
range. There are two situations in which our system detects a failure: on the one hand, our proposal
defines that a sensor is out of range when the current value exceeds the limits defined in its hardware
specification; on the other hand, from time to time, a system failure is not produced by the failure
of an individual sensor—in these cases, the fault is identified by the anomalous values of a set of
sensors. These sensors may have individual values within adequate operation ranges; however,
their combined status can be abnormal with regards to the production process. As an example of this
situation, an energy-generation engine’s throughput sensor could send a value of 1% while a related
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temperature sensor could be measuring 300 oC. Despite both measurements being correct according to
their hardware specifications, it is illogical that an engine could work at that capacity while having
such a high temperature. Thus, taking into account both of the explained scenarios, our approach
covers them as follows.

• N GSen ALTERED (Machine failure): N groups of sensors are altered. An alteration means that
there is a small alteration in the values of the sensors but that no sensor is out of its acceptable
ranges. Therefore, groups of visualizations are generated. These visualizations represent all
sensors of the machine, grouped by the unit of measure and the localization in the machine.
Furthermore, warnings will be considered, thus warning users that the machine is presenting an
abnormal status and that it is possible that the production optimal.

When this scenario arises, additional information will be necessary in order to make decisions.
This new information will help users to decide if, at that moment, it is sustainable to stop the
production or not.

• 1 Sen/1 GSen FAIL: There is one sensor or a group of sensors which is out of range. In these
cases, a group of visualizations are generated in which the anomalous sensor/sensors with their
real-time values are represented, split by the unit of measurement. Furthermore, in order to
display a reference, the historical average value of these sensors is also represented. Moreover,
these visualizations include the values of sensors located physically close to the relevant sensor
which do not present anomalies.

When this case arises, users should make their first decision. As Figure 5 shows, users should
decide, relying on the visualizations, if the failure is a device failure or is not critical. Otherwise,
they must decide if it is a critical moment and therefore necessary to consider the possibility of
stopping the production process.

– Sensor failure or non-critical values: If users decide that the failure is caused due to a
broken sensor or if the values that the sensor is showing are acceptable or are located in
non-critical areas, the production process will continue. However, if users deem it necessary,
it is possible to use the visualizations to continuously monitor the values of these abnormal
sensors, thus allowing users to visualize the values of these sensors in real-time and take
measures if at any time the sensors reach critical values.

– Critical values: If users decide that the values of the sensors are critical fir the production
process, it will be necessary to present additional information in order to help to users to
decide if, at that moment, it would be sustainable to stop the production or not.

After this process, users are able to check the severity of failures during the production process
and locate the problem by analyzing the sensors through visualizations. Furthermore, if users detect
a severe problem, more information will be shown so that they will be able to decide whether it is
sustainable to stop the production at that moment or not. In the following section, we describe this
sustainability check in more detail.

3.2.4. Sustainability Check

The sustainability check (see Figure 5) is performed when users have detected that there is
a potential critical failure in the production process. Therefore, at that moment, users need more
information in order to decide whether it would be sustainable to stop production or not. They can
decide if it is more optimal that production continues with some risk of failure, even if sensors or some
machinery pieces may be damaged. In order to make these decisions, a set of visualizations is needed
that measure the used/generated resources at each phase of the production process, enabling users to
analyze the situation and make decisions according to the expected consequences.

Thanks to the application of the AI models, we are aware of the exact phase which the production
process has reached. With this knowledge, a set of visualizations are generated by following the
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design defined in phase 1 of the process (Figure 2), in which the visualizations required to achieve
user goals were derived. This visualizations present the expected evolution of the system in terms of
costs, risks and resources. For example, users may decide that during the initial phase, many resources
have been spent and the production has been low. Therefore, it would not be sustainable to stop the
production at this moment since the cost would be too high. However, during a more advanced phase,
the resources spent have already been amortized, and stopping the production at this moment will
lead to an acceptable reduction of the profit without significant resource losses.

Once users have analyzed the visualizations, if they decide to avoid stopping the production,
the affected parts of the machinery will be monitored. The system will create a very detailed
visualization of the sensors of each part of the machinery in order to enable users to stop the process at
the moment at which the sensors reach critical values. This could potentially avoid risky situations for
the machinery as well as for the corresponding operators.

In the case that users decide to stop the production process, a forewarning will be sent to the
mechanics with all the information of the affected parts and the values of the sensors. Therefore,
the mechanics will be able to study the cause of the failure and will be able to intervene as soon as
production is completely stopped in order to make the necessary repairs.

4. Case Study: Gas Turbines for Electricity Generation

This scenario has been developed in the context of an international project under a non-disclosure
agreement (NDA). Since the data are industrial property, we provide real data in an anonymized
manner and thus do not provide details of the turbine or specific sensors. Moreover, the data shown in
this work have been altered to avoid presenting real data protected by the NDA.

In the following, we show how our approach is applied to a real case study of a company that
produces electricity using gas turbines. The main goal of the company is to improve the sustainability
of the process. In order to achieve this goal, the company requires a set of visualizations to analyze
their data in real-time in order to foster the decision-making process regarding when it is optimal and
sustainable to stop the production process at a given point in time. The gas turbines for electricity
generation used in this case of study consist of 80 sensors, from which data are gathered at runtime.
These sensors are located along the machine and measure all relevant magnitudes, including the
temperature, pressure, frequency, speed, humidity, etc. of different parts of the gas turbine. Some of
them are replicated to ensure correct measurements.

Following the Cloud computing architecture shown in Figure 6, in this specific case study, we
used Google Cloud Dataflow to collect and process the data from sensors in real-time. These data, as
well as the information from the output of the Artificial Intelligence models, have been stored into a
BigQuery data warehouse. Finally, we have chosen Google Data Studio to perform the visualizations.

4.1. Phase 1—Definition of Goals and Visualizations

Following the application of our approach (Figure 2), the first step in phase 1 is to create a User
Requirements Model. In Figure 8, we can see the result of its application. In this case, the user is a
production supervisor; however, this user is not an expert in data visualization. Therefore, the user
is defined as a “lay user”, and the analysis will therefore be focused on the “Electricity Generation”
business process.

Next, the strategic goal is defined as “improve sustainability”, and the type of analysis to perform
is “prescriptive analysis”, meaning that the user wants to know how to act in the process; specifically,
whether the process should be stopped or not.

The prescriptive analysis is decomposed into decision goals. These goals are defined by the user
as “prevent breakage”, “identify when production should be stopped”, and “optimize resources”.
By themselves, the decisions goals do not provide the necessary details about the data to be visualized.
Therefore, for each decision goal, the user has to specify information goals.
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From each of the decision goals, the user decided upon the following information goals: “analyze
damaged pieces”, “analyzed used/generated resources at a certain moment” and “analyze the
production though phases”. For each information goal, one visualization will be created to achieve it.
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Figure 8. Application of our User Requirements Model to the case study.

The user defines the visualization goals following the guidelines shown in Figure 4. In this
case, the user defines “comparison”, “composition”, “distribution” and “trend” as visualization goals.
The user also defines the kind of interaction that they would like to have in the visualization as
“overview”. Furthermore, since we are using a real-time scenario, the user must define the execution
and refresh time of the visualizations. In this case, the user defines as execution times “real-time”,
“determined” and “overall”. As refresh time, the user defines “5 sec” or “on demand”. Finally, the user
specifies the data source that will feed the information for the analysis and selects the categories and
measures that will populate the visualizations.

Once the data sources and collections are defined by the users, it is possible to apply our
Data Profiling Model. This model will determine, in a semi-automatic manner, the dimensionality,
cardinality and type of the data.

We focus on the “sensor values by piece” visualization from the goal-based model (Figure 8).
This visualization will require information about the category “sensor” and the measures “value”
and “average Value”. Fist, the data profiling tool classifies the independent variable “sensor” as
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nominal and the dependent variables “value” and “average value” as interval. The dimensionality is
set to n-dimensional, due the fact that the user has selected only three variables to visualize. Finally,
the cardinality is defined as high because the data contain a large number of items to represent. Overall,
the visualization specification obtained through the User Requirements Model and the Data Profiling
Model is as follows:

• Visualization goal: Comparison
• Interaction: Overview
• User: Lay
• Dimensionality: n-dimensional
• Cardinality: High
• Independent Type: Nominal
• Dependent Type: Interval

Following [33], we are able to automatically translate this visualization specification into the most
suitable visualization type. As specified in Section 3.1.3, this process is covered in [11]. In this case,
the visualization type that best fits this specification is “multiple line chart”. This whole process is
repeated with the rest of the visualizations that compose the model (Figure 8) in order to derive the
most suitable visualization type for each specification.

4.2. Phase 2—Monitoring of Production Process

Once users have defined the goals of the process and the system has derived the best visualization
types (phase 1), it is possible to start monitoring the production process. First, as Figure 5 shows,
the Artificial Intelligence model (previously trained) is launched. When the model detects a failure,
the sensor analysis process is executed in order to detect whether the fault has been caused by an
alteration of the whole machine, or otherwise if the failure has been caused by a specific sensor or
group of sensors.

In the event that the sensor analysis process detects that the fault has been caused by an alteration
of the whole machine (N GSen ALTERED), a dashboard like the one shown in Figure 9 is generated.
Following the recommendation of the model shown in Figure 8, a multiple-line chart visualization has
been generated to achieve the goal of analyzing damaged parts.

Figure 9. Dashboard of N GSen ALTERED.
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This dashboard represents the overall status of the machine and warns users about the fact that
the machine is failing. Thus, all machine sensors are represented, split by the unit of measurement and
the localization in the machine. Each visualization represents the evolution of sensor values during the
time of the process execution as well as the historical average value of these sensors, which serves as
reference to the users. In each visualization, we can see the names of the sensors. The X-axis represents
the the date and time when the data were read from the sensors and the Y-axis represents the values of
the readings. Additionally, the right side of Y-axis represents whether the process is failing or not.

As we can see in Figure 9, there is no sensor that is out of range, although the machine is failing;
therefore, it is possible that the production is not optimal. In order to make decisions and decide
whether it is sustainable to stop the production or not, additional visualizations will be necessary.

Figure 10 represents the additional visualizations needed to check the sustainability of the process.
On the left side, the visualization represents the use/generation of resources through the phases and
marks the stage that the process has reached. This visualization achieves the information goal of
the model (Figure 8): “analyze the production through phases”. In this case, the process has almost
reached phase 4, and the spent resources are already amortized. Therefore, stopping the production
at this moment will only lead to a reduction of the profit; however, if the process were in phase 1,
the process would have just begun, and therefore many resources would have been spent and the
production would be very low.

Figure 10. Dashboard showing the evolution of resources.

On the other hand, the right-side visualization represents the resources that have been
used/generated at a specific moment in order to achieve the information goal “analyze the
used/generated resources at a certain moment”. This visualization enables users to be more precise in
their decisions.

In the case that the sensor analysis process detects that there is a sensor or group of sensors
that is out of range (1 Sen/1 GSen FAIL), one of the dashboards shown in Figure 11 is generated.
These dashboards represent the sensors detected as out of range and, for reference, the historical
average value of these sensors. Furthermore, the values of sensors located physically close and which
do not present anomalies can be included.

Figure 11a,b shows two possible cases that users may face. On the one hand, if the visualization
looks like Figure 11a, this means that there is a defective sensor and that it has made an incorrect
reading (in this case, sensor S22 is defective). Therefore, the machinery is not affected, and it will not
be necessary to stop the production process. The production can continue, and information about the
damaged sensor is sent to the AI model to ignore the values of this sensor.

On the other hand, if the system generates a visualization like Figure 11b, this means that there is a
problem in this area. It is possible to see in this figure that sensors S17 and S18 show values that are out
of the average range. In this case, users should decide if it is a critical moment or if the sensor values
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are in a critical range; otherwise, if these sensors are not critical to the production, production can
continue regardless of this damaged piece.

(a) Dashboard sensor failure (b) Dashboard sensors out of range

Figure 11. 1 Sen/1 GSen FAIL Dashboards.

In the case that it is not a critical moment or if the sensor values are not in a critical range,
the production process can continue. However, in this case, we cannot ignore the values of
these sensors; a visualization is created in order to allow users to monitor the damaged area.
This visualization will enable users to take measures if, at any time, the sensors reach a critical point that
may affect the normal operations of the machine or at which the machine would become potentially
unsafe for operators, allowing users to stop the machine and proceed to perform maintenance work.

Otherwise, in the case that the values of the sensors are classified as critical to the production
process, a dashboard like the one shown in Figure 10 will be presented to users in order for them to
decide if it is sustainable or not to stop the production process.

5. Limitations

In this section, we summarize the limitations of our work.

• Our proposal has been applied to a specific case study of gas turbines for electricity generation.
In principle, the proposal is context-independent, but it should be tested in other production
contexts to verify that the results are accurate.

• Our methodology has been developed for non-expert users; however, the user’s domain expertise
can be a crucial factor in the definition of more complex dashboards.

• In order to allow users to follow the methodology by themselves, the creation of a CASE tool
is necessary.

• Further evaluation of our proposal is required; to this end, we are conducting an empirical
evaluation, analyzing the obtained results through the application of our methodology in other
production contexts.

6. Conclusions and Future Work

Global energy consumption is growing daily, and new lifestyle trends are increasing the need for
electricity generation. Industry is benefiting from the rise of technologies such as IoT that enable us
to better understand and monitor how production processes are performing. Effective use of these
technologies will enable users to take actions aimed at improving both the throughput as well as the
sustainability of the process. However, this requires data to exploited from real-time IoT sensors,
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which is a challenging task due to the size, speed and variety of the data. This is especially cumbersome
in industrial IoT devices featuring hundreds of sensors producing measurements which are prone
to fail due to several conditions (degradation of sensors, inconsistency among replicated sensors,
incomplete data, etc.).

In order to tackle this issue, we have proposed a new methodological approach to monitor
industrial machinery through an IoT-based visualization technique. Our approach collects users’
goals and the requirements of the production process, analyzes the incoming data from IoT sensors
and automatically derives the most suitable visualization type for each context. It presents a set of
visualizations that are intended for non-expert users in data visualization and created by taking into
account the level of knowledge of the users. In this sense, our approach makes it easier to visually
locate and understand the failures that could arise in a production process and enables users to make
the most sustainable decision in each situation.

When this kind of industrial system features AI prediction engines, its complexity is even greater.
This is because a neural-network-based AI will commonly not work as a block box and usually
provides binary classification results such as “the system is working correctly” or “there will be a
problem”. Because of this, it is cumbersome to relate the output of this model with the status of the
system’s sensors measurements. However, our approach takes this issue into account by offering
visualizations that help users to co-relate AI outputs and sensor’s data, thus enabling them to identify
where and when the problem was caused. Otherwise, it is difficult to identify the problematic part
within a systems consisting of hundreds of sensors.

Moreover, in order to assess the suitability of our proposal, we have presented a case study based
on gas turbines for electricity generation. Our proposal will contribute to the avoidance of unexpected
maintenance stops, thus improving the sustainability of the energy-production industry.

As part of our future work, we are working on a further evaluation of our proposal; we are
conducting an empirical evaluation, analyzing the results obtained through the application of our
methodology. Furthermore, we are working on the creation of a CASE tool in order to facilitate the use
of our process, which will be evaluated as in our previous experiments [42].
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A B S T R A C T
Context: Information visualization is paramount for the analysis of Big Data. The volume of data requiringinterpretation is continuously growing. However, users are usually not experts in information visualization.Thus, defining the visualization that best suits a determined context is a very challenging task for them.Moreover, it is often the case that users do not have a clear idea of what objectives they are building thevisualizations for. Consequently, it is possible that graphics are misinterpreted, making wrong decisions thatlead to missed opportunities. One of the underlying problems in this process is the lack of methodologies andtools that non-expert users in visualizations can use to define their objectives and visualizations.Objective: The main objectives of this paper are to (i) enable non-expert users in data visualization tocommunicate their analytical needs with little effort, (ii) generate the visualizations that best fit theirrequirements, and (iii) evaluate the impact of our proposal with reference to a case study, describing anexperiment with 97 non-expert users in data visualization.Methods: We propose a methodology that collects user requirements and semi-automatically creates suitablevisualizations. Our proposal covers the whole process, from the definition of requirements to the implementa-tion of visualizations. The methodology has been tested with several groups to measure its effectiveness andperceived usefulness.Results: The experiments increase our confidence about the utility of our methodology. It significantlyimproves over the case when users face the same problem manually. Specifically: (i) users are allowed to covermore analytical questions, (ii) the visualizations produced are more effective, and (iii) the overall satisfactionof the users is larger.Conclusion: By following our proposal, non-expert users will be able to more effectively express theiranalytical needs and obtain the set of visualizations that best suits their goals.

1. Introduction
Information visualization is paramount for the analysis of Big Data.The volume of data requiring interpretation is continuously growing.Visual analytics in software engineering is also gaining importance [1].In fact, according to [2], the global data visualization market sizestood at USD 8.85 billions in 2019 and is projected to reach USD19.20 billions by 2027. The evolution of analytics and visualizationtechniques lies at the core of business strategies, and more and moreresearch lines are focusing on the visualization of data.However, users are typically unskilled in information visualization.Thus, finding the visualization that best suit a determined context is

∗ Corresponding author at: Lucentia Research, Department of Software and Computing Systems, University of Alicante, Carretera San Vicente del Raspeig s/n,03690, San Vicente del Raspeig, Alicante, Spain.E-mail address: alavalle@dlsi.ua.es (A. Lavalle).

a very challenging task for them. Moreover, it is often the case thatusers do not have a clear idea of what objectives they are buildingthe visualizations for. Consequently, it is possible that graphics aremisinterpreted, making wrong decisions that lead to missed opportu-nities. One of the underlying problems in this process is the lack ofmethodologies and tools that users who are not experts in visualizationscan use to define their objectives and the corresponding visualizations.Choosing and implementing the most suitable visualizations foreach dataset is a really complicated task, particularly when workingwith Big Data. In these scenarios, it is common to find heterogeneousdata sources that require extensive knowledge of the underlying data

https://doi.org/10.1016/j.infsof.2021.106592Received 30 November 2020; Received in revised form 26 March 2021; Accepted 27 March 2021

125



Information and Software Technology 136 (2021) 106592

2

A. Lavalle et al.
to create a suitable visualization [3]. Moreover, using an unsuitabletype of visualization can lead to misunderstanding the data and makingwrong decisions. In this sense, an approach such as SkyViz [4] cansupport users in creating visualizations. In SkyViz, the suitable visu-alization types for a given dataset are selected and created based ona visualization context defined by users; however, as the authors recog-nize, defining a visualization context from scratch can be a challengefor users who are not expert in data visualization.To fill this gap, in this paper we present a process that helps non-expert users define their analytical goals and derive automatically thesuitable visualizations according to the defined context. Our proposalcovers the whole process, from the definition of the user require-ments to the implementation of the visualizations. In our previouswork we proposed (i) a User Requirements Model [5] to capture theusers’ analytical needs, (ii) a Data Profiling model [6] to extract semi-automatically the characteristics of the data sources, and (iii) a DataVisualization Model [6] that enables users to specify the visualiza-tion details regardless of the technology used for the implementation.Therefore, by following our proposal non-expert users will be ableto communicate their analytical needs and obtain the visualizationsthat best suit them to achieve their goals. Besides, a dashboard willalso be generated to group the visualizations and help users to carryout strategic decisions as such as the monitoring and measuring oftheir goals. Moreover, in this paper we put into practice the proposedmethodology, by applying it to a case study focused on the IncidentsManagement from the Police Department of San Francisco.To assess the validity of our proposal we have performed an experi-ment with 97 non-expert users in data visualization. In the experimenteach user was tasked with two exercises. In the first exercise, par-ticipants were tasked with carrying out an analysis over a datasetwithout following any particular methodology. In the second exercise,each participant carried out a different analysis than the one theyhad seen before, this time following our proposed methodology. Theresults obtained from the experiment have been analyzed and repre-sented graphically in order to show the improvements achieved by ourmethodology.Therefore, the main contributions of this paper are to show theoverall steps of the process, the application of the approach to a newscenario (illustrative example) to show its generalizability, and thevalidation of the proposal through the analysis of the results obtainedby several groups of participants.The rest of the paper is structured as follows. Section 2 presentsthe related work in the area of visualizations and analytics. Section 3describes our process to automatically create visualizations. Section 4shows our approach applied to an illustrative example. Section 5presents an evaluation of the proposal by means of an experimentwith non-expert users. Section 6 describes the validity threats to ourproposal. Finally, Section 7 summarizes the conclusions and sketchesfuture works.
2. Related work

Several approaches highlight the importance of visual analytics.For instance, [7] and [8] show the potential of visual analytics insoftware engineering. In [7] a visualization framework is presented thatutilizes heat-maps to explore the evolution of a source code repository.Meanwhile, [8] presents visualization approach that captures signifi-cant aspects of the development process, and then tightly integratesand synchronizes them with product artifacts created by it.Due to the relevance of this field, numerous authors are working inthis area. In [9,10] and [11], techniques are proposed to automaticallygenerate visualizations or dashboards. However, all of them rely on theuser to choose the type of visualization to be used. That is why someother approaches propose ways to find the best type of visualization.For instance, authors in [12] review the main classifications proposedin the literature and integrate them into a single framework. In [13]

a framework is proposed that chooses the best type of visualization.Similarly, in [14] some visualization types are related to those types ofusers objectives that could be more compliant with. Finally, the SkyVizapproach asks users to specify a structured visualization context anddetermines the suitable types of visualization [4].Other works are focused on the possible limitations of graphicrepresentations. [15] argues that one of the reasons for the lack ofadvanced visualizations are users, who often do not know how theymay represent their data. Similarly, in [16], the authors point out thatusers are often seen as the ‘‘weakest link’’ in the security chain. Forthis reason, the authors propose an approach that improves systems byensuring that problems are mitigated even when the users deviate fromtheir expected behavior. In [17] a classification of causes of pitfallsis proposed, where pitfalls are responsibility of either the designer orthe user. They list three types of (negative) effects: cognitive, emotional,and social. The distinction between designer and user-induced mistakesis particularly valuable in pragmatic terms, as it can give immediateinsights to the producers or to the evaluators of visualizations respec-tively. In this sense, visualization designers should look at the encodingof the visualization, while users should pay attention to pitfalls in thedecoding.It is crucial to consider the possible risks and errors that can be madeduring the design and generation of visualizations. [18] points out thatthe rendering process introduces uncertainty in three areas: data collec-tion process, algorithmic errors, and computational accuracy and precision.Moreover, in [19] the authors presented an initial study about therepresentation of errors and uncertainties visually. The possible sourcesof uncertainty are acquisition, model, transformation and visualization.It is also relevant for users to understand the visualization thatthey are seeing and what is the goal that this visualization pursues.Visualizations are required to be precise and easy to comprehend byusers in order to minimize the interpretation errors made by users aswell as designers. Visualizations must also contemplate the changingneeds of users, considering high-level semantics, and reasoning aboutunstructured and structured data, providing easier access and betterunderstanding of the data [20]. Moreover, although often overlookedin visualization design, requirement modeling is a paramount activ-ity [21] that compensates for the little attention usually paid to (ex-plicitly) representing the reasons, i.e., the why, in terms of motivations,rationale, objectives, and requirements.Despite all the work done in this field, none of the approachespreviously mentioned provides a methodology that guides non-expertusers from the start in the specification of the most adequate set ofvisualizations and facilitates their generation and grouping into suitabledashboards used for the extraction of knowledge. In this sense, ourproposal aims to better bridge the gap between user requirements andvisual analytics.
3. Process to create visualizations automatically

In this section we describe our methodology. Fig. 1 represents theproposed process. The first model is the User Requirements Modelpresented in [5]. The main aim of this model is to capture the users’ an-alytical needs. Since we are dealing with non-expert users, the model iscompleted by following a sequence of guidelines. Then, a Data Profil-ing Model [5] is obtained. This model is created by semi-automaticallyanalyzing the features of the data sources selected in the previousmodel. Once both models are completed, a Visualization Specifi-cation is derived according to their information. This specificationcontains enough information to automatically derive the suitable visu-alization types by following [4]. This transformation generates the DataVisualization Model [6], which allows users to specify visualizationdetails regardless of the underlying technology used for the implemen-tation. Using this model, users are also able to confirm whether theproposed visualizations fulfill the essential requirements for which theywere created and whether they contribute to reach the users goals by
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Fig. 1. Process proposed to create visualizations.
providing the necessary answers or not. If a visualization does not passthe validation, it means there are missing or ill-defined requirements.In this case, the models will be reviewed to identify which aspectswere not taken into account. Otherwise, if a visualization passes thevalidation, it will be implemented in the selected technology and addedto a dashboard.In the following sections we explain in more detail the differentcomponents of the process.
3.1. User Requirements Model

The User Requirements Model supports the users in the definition oftheir data analysis objectives and helps to determine which visualiza-tion types they need to achieve these objectives. This model collects theInteraction and Visualization Goals that compose the VisualizationSpecification. Section 4.1 shows this model applied in an illustrativeexample.In order to formally define our model, in [5] we proposed themetamodel shown in Fig. 2. This metamodel is an extension of [22],used for social and business intelligence modeling, and derived fromthe widely known i*, in its 2.0 version [23] and its specialized i*for Data Warehouses extension [24]. I* is one of the most widespreadframeworks and has been successfully applied to a large number offields, such as [25–27]. Moreover, it facilitates the communicationwith the user, structures the information (objectives and mechanismsto achieve them) in an intuitive way, and provides a structure to therequirements.Elements from i* are represented in blue, elements from i* for DataWarehouses in red, and the new concepts added in yellow. In thefollowing we describe in detail the main elements of the metamodel.
• Visualization Actor: the user who will interact with the system.It can been classified as either Tech or Lay depending on whethershe is expert or not in complex data visualizations.
• Business Processes: the process at the core of users’ analysis. Itserves as a guideline for the definition of their Goals.
• Strategic Goals: the main objectives of the business process;achieving them translates into an improvement from a currentsituation into a better one.
• Analysis Type: it allows users to express which kind of analysisthey wish to perform, as classified by [28]:

– Prescriptive: How to act?– Diagnostic: Why has this happened?– Predictive: What is going to happen?– Descriptive: What to do to make it happen?
• Decision Goals: decisions aimed at taking appropriate actionsto fulfill a strategic goal. They also explain how the associatedstrategic goal can be achieved.
• Information Goals: the lower-level abstraction goals that repre-sent the analysis to be carried out over the available information.
• Visualization: a specific visualization type that will be imple-mented to satisfy one or more information goals.
• Visualization Goals: they describe the data aspects that the visu-alization tries to reflect. Work in [5] proposed a flowchart to aidusers in finding which visualization goal they are pursuing. Theflowchart contains a series of Yes/No questions to be answeredby users, and provides an easy way to discern which visualizationgoals should be included for each visualization. The possible goalsthat users can choose from are [4]:

– Composition: Highlight how the parts of data are composedto form a total.– Order: Order values.– Relationship: Analyze correlation.– Comparison: Establish similarities and dissimilarities.– Cluster: Emphasize the grouping into categories.– Distribution: Analyze how data are dispersed in the space.– Trend: Examine the general tendency.– Geospatial: Analyze data using a geographical map.
• Interaction Type: Type of interaction that the visualization mustsupport. In [5] a series of guidelines was proposed to help userschoose one or more types of interaction they want to be supportedby the visualization. The possible interactions that users canchoose from are [4]:

– Overview: Gain an overview of the entire data collection.– Zoom: Focus on items of interest.– Filter: Quickly focus on interesting items by eliminatingunwanted items.– Details-on-demand: Select an item and get its details.
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Fig. 2. Visualization specification metamodel.
• Datasource Resource: elements that provide relevant data fromthe data source.

3.2. Data Profiling Model
Following the proposed process, the next model is the Data Profil-ing Model. At first, in the User Requirements Model, the users havecaptured the data elements to be represented in each visualization.Then, the Data Profiling Model captures the data characteristics that arerelevant for that visualization, such as Dimensionality, Cardinality,and Dependent/Independent Type. In [5], a Java implementation ofa Data Analyzer to carry out data profiling was described. This softwareallows users to specify the data source from which they need to extractinformation and performs the extraction in an automated and guidedway. Section 4.2 shows an example.These characteristics are extracted in a semi-automatic manner, asexplained below. First, the users specify a connection to the sourcedataset they wish to visualize. Then, a menu is provided where userscan choose if they wish to retrieve the Data type, Cardinality, orDimensionality of the selected column. Finally, the software returns theinformation requested by users. This tool has been created to collectinformation about the data in a simple way for users. In order toknow how to delimit the values for each coordinate we have followedthe approach proposed in [4], which classifies the Dimensionality,Cardinality, and Dependent/Independent Type as follows:
• Dimensionality is used to declare the number of variables tobe visualized. Specifically, it can be 1-dimensional when the datato represent is a single numerical value or string, 2-dimensionalwhen one variable depends on another, n-dimensional when a dataobject is a point in an n-dimensional space, Tree when each itemin a collection is linked to one parent item, or Graph when eachitem in a collection is linked to an arbitrary number of items.
• Cardinality represents the number of data items. It is set to Lowif this number is below a few dozens, to High otherwise.
• Type of Data is used to declare the type of each variable v. Weidentify each category as follows. If v is numerical, it is labeled asInterval if it supports the determination of equality of intervals ordifferences, as Ratio if it also has a unique and non-arbitrary zeropoint. If v is alphanumeric, the program shows a list of values;the user can then specify if in the list there is an order (in whichcase v is Ordinal) or not (Nominal).

3.3. Visualization Specification
Once the User Requirements Model and the Data Profiling Modelare completed, the information coming from the models composes theVisualization Specification. We follow the SkyViz approach to discoverwhich type of visualization suits bests each particular case, taking intoaccount users preferences. Section 4.3 shows an example.As described in [4], SkyViz operates by (i) asking the user to definea visualization context based on seven prioritizable coordinates forassessing her objectives and describing the dataset to be visualized; (ii)translating the visualization context into a set of suitable visualizationtypes; (iii) asking the user to select one preferred visualization typeamong those proposed at the previous step; (iv) finding the best bind-ings between the columns of the dataset and the graphic coordinatesused by the visualization type chosen by the user, and (v) askingthe user to select one preferred binding among those proposed at theprevious step. Specifically, as to (i), the seven coordinates composingthe visualization context are filled starting the User RequirementsModel and the Data Profiling Model. Step (ii) is performed based on asuitability function that assesses to which extent (fit, acceptable, discour-aged, unfit) each visualization type is suitable for each possible value ofeach visualization coordinate; for instance, pie charts are discouragedfor high-cardinality data, and bubble graphs are fit for n-dimensionaldata. The scores in the suitability function were mainly derived fromthe best practices found in the literature [29–31]. The set of suitablevisualization types is then defined as those that are Pareto-optimal; avisualization type is Pareto-optimal when no other visualization typedominates it, being better along one coordinate and not worse along allthe other coordinates. Given one preferred visualization type among thePareto-optimal ones, step (iv) requires to decide how each variable inthe dataset will be visualized, i.e., to establish a binding between eachvariable and each graphic coordinate of that visualization type. This isdone by relying on a set of scores that indicates to which extent eachgraphic coordinate of each visualization type is suitable for each datatype; for instance, the ‘X’ graphic coordinate of a single line chart is fitfor variables of interval and ratio type, and the ‘size’ graphic coordinateof a bubble graph is unfit for variables of nominal type. Like for step(ii), the bindings proposed to the user are all the Pareto-optimal ones.In [6] we explain in detail how to transform the VisualizationSpecification into a visualization following a Model-Driven Architecture(MDA) standard. As Fig. 3 shows, we transform the Visualization Spec-ification by means of a set of model-to-model transformations usingthe QVT language [32], a standard from the OMG. For example, to
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Fig. 3. Transformation of Visualization Specification into a visualization type.
derive an axis-based visualizations, our transformation generates anAxisVisualization element according to the graphic type established bythe transformation. To derive this value we use the imperative partof the transformation (Where clause) according to the specific criteriaestablished by [4] for each graphic type. The Cardinality, Dimensionality,IndependentDataType, and DependentDataType values are obtained fromthe Data Profiling Model, while the VisualizationActor, Interaction-Type, and VisualizationGoal are obtained from the User RequirementsModel.
3.4. Data Visualization Model

Once a suitable visualization is obtained, we allow users to cus-tomize it using the Data Visualization Model [6]. This model showsa representation of the visualization and facilitates non-expert users inselecting the right visual analytics. For instance, users may define theelement that determines the order in the visualization, the orientationof the visualization, or other elements as the legend, font family, andrange of colors. Section 4.4 shows an example.Users will modify the visualization through the Data VisualizationModel until it meets their requirements. Once all the elements havebeen customized, users have to confirm whether the visualization ob-tained achieve their goals. If the visualization passes the validation,it will be generated as described in the next subsection. Otherwise,an unsuccessful validation generates a review of the existing UserRequirements Model. The review process consists in reviewing the UserRequirements Model to add or modify missing goals. If the visualizationdoes not meet the goal for which it was created, the users will have theopportunity to redefine that goal or create a new one.
3.5. Visualization Generation

If the visualization achieves the requirements for which it wascreated, it will pass the validation and will be generated. This steptransforms each element specified in the Data Visualization Model intoa code-level specification for a graphic library. The transformation isdone by means of code-to-text transformations that generate the codeaccording to the target library. In our case, we use either the D3JavaScript [33] or the Plotly [34] libraries to render the visualizations.The visualization, combined with the other ones generated in theprocess, will be grouped into a dashboard so that the user has accessto all the information simultaneously. Section 4.5 shows an example ofthe generation of a visualization.

4. Illustrative example
This section shows the approach applied to an illustrative examplebased on the Police Department Incident Reports dataset [35] fromthe open dataset of San Francisco city [36]. In this case, the PoliceDepartment of the city requires a set of visualizations to analyze theirdata in order to help them improve the responsiveness of their servicesand reduce the incidents. We have applied our proposal to this casestudy by following the process in Fig. 1.

4.1. User Requirements Model
The first element involved in our process is the User RequirementsModel (Section 3.1); Fig. 4 shows the result of its application. In thiscase, the final user is the Police Department Supervisor of the city ofSan Francisco, represented as a ‘‘Lay user’’ because she is not a specialistin visualization of Data Analytics. The Business Process which the userwants to analyze is ‘‘Incidents Managment’’, and the strategic goal thatshe wishes to achieve is to ‘‘Reduce incidents’’.In order to achieve this strategic goal, the user decides to performa ‘‘Prescriptive analysis’’ and decomposes it into two decision goals,‘‘Identify risk of the incident’’ and ‘‘Identify workload of police districts’’,that aim to fulfill the strategic goal.Afterwards, the user specifies information goals for each decisiongoal. These goals represent the lowest level of goal abstraction. In thecase of decision goal ‘‘Identify risk of the incident’’, the user refines itinto two information goals, ‘‘Analyze neighborhoods with more incidents’’and ‘‘Analyze the categories of incidents’’. Decision goal ‘‘Identify workloadof police districts’’ is refined it into the information goal ‘‘Analyze thenumber of incidents attended by police district’’.At this moment, the user has the essential information about hergoals, and she can start to define the visualization context. For eachinformation goal, a visualization will be automatically derived in orderto achieve it. Each visualization represents one or more visualizationgoals (aspects of the data the visualization is trying to reflect) and oneor more kinds of interaction (how users would like to interact with thevisualization). A set of guidelines that may be used by users to aid inthe definition of these elements can be found in [5]. In this case the userhas selected for the different visualizations ‘‘ Distribution’’, ‘‘Geospatial’’,‘‘Comparison’’, and ‘‘Trend’’ as visualization goals and ‘‘Overview’’ asinteraction type.Finally, visualizations are decomposed into Categories and Measuresthat will populate them. In this case, the visualization of ‘‘Number ofincidents by neighborhood’’ includes ‘‘Neighborhoods’’ as category, and‘‘Amount incidents’’ as measure. For the visualization of ‘‘Number ofincidents by category’’ the user picked ‘‘Incident category’’ as category,
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Fig. 4. Application of our User Requirements Model to the case study.
and ‘‘Amount incidents’’ as measure. Finally, in the case of ‘‘Number ofincidents attended’’, it makes use of the categories ‘‘Police District’’ and‘‘Year’’ and the measure ‘‘Amount incidents’’.
4.2. Data Profiling Model

Once the data sources and collections that will feed the visualiza-tions have been defined by the user, we apply the Data Profiling Model(Section 3.2) this model determines, in a semi-automatic way, theDimensionality, Cardinality, and Dependent/Independent Type of thedata. We focus on the ‘‘Number of incidents by category’’ visualizationfrom the User Requirements Model, which requires information aboutcategory ‘‘Incident category’’ and measure ‘‘Amount incidents’’.First, through the Data Profiling Model, the independent variable‘‘Incident category’’ is classified as Nominal and the dependent variable‘‘Amount incidents’’ as Ratio. Dimensionality is set as 2-dimensional,because the user has selected 2 variables to visualize. Finally, theCardinality is defined as Low because the independent variable contain19 items to represent.
4.3. Visualization Specification

Once the Visualization Specification has all the necessary informa-tion from the previous models, it is used as input of the approachpresented in [4]. This approach performs a suitability function thatassesses to which extent (fit, acceptable, discouraged, unfit) each visu-alization type is suitable for the information stored in the VisualizationSpecification (Section 3.3).Table 1 shows the Visualization Specification with its suitabilityscores (though for brevity we only include three visualization types, all

Table 1Suitability scores for different visualizations types.Vis. specification Bar graph Bubble graph Single line graph
Goal: Comparison fit fit unfitInteraction: Overview fit fit fitUser: Lay fit acceptable fitDimensionality: 2-dim. fit unfit fitCardinality: Low fit acceptable acceptableIndependent type: Nominal fit unfit unfitDependent type: Ratio fit fit fit

the available visualization types were actually compared). Accordingto the suitability scores, the most suitable visualization for the caseat hand is ‘‘Bar Graph’’. Fig. 3 shows how we use transformations toautomate this process.
4.4. Data Visualization Model

Once the visualization type has been established as ‘‘Bar Graph’’,a Data Visualization Model (Section 3.4) is built as Fig. 5 shows toverify that the visualization satisfies the users’ needs and allow themto customize it.This model shows a mockup of the visualization with a series ofcharacteristics that the user can customize. For example, the user hasselected ‘‘Amount incidents’’ for the X axis, ‘‘Incident category’’ for theY axis, and the orientation has been determined as Horizontal. Whenthe user has finished customizing the visualization, she will have totest if the visualization makes it possible to satisfy the information goal‘‘Analyze the categories of incidents’’ (i.e., if all the necessary information
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Fig. 5. Data Visualization Model.

Fig. 6. Generated visualization.

can be analyzed). If the visualization passes the validation, it will begenerated.
4.5. Visualization Generation

After the validation is passed, visual requirements are translatedinto an implementation by means of calls to the D3 JavaScript li-brary [33] (Section 3.5), obtaining the visualization shown in Fig. 6.Consequently, this visualization, combined with those generated fromthe other informational goals ‘‘Analyze neighborhoods with more inci-dents’’ and ‘‘Analyze the number of incidents attended by police district’’will be added to the dashboard that will enable non-expert users in datavisualizations – such as the Police Department Supervisor – to monitortheir processes.
5. Evaluation

In this section, we present the performance of our proposal ina controlled experiment. This experiment is part of a set of experi-ments for assessing the validity and impact of the proposal. In [37]it is possible to find a copy of the experimental materials in orderto reproduce the experiments. We have followed the guidelines forexperimentation in software engineering proposed in [38]. We have

carried out our experiments with non-expert users in data visualizationcoming from the University of Castilla la Mancha (UCLM) Campus ofAlbacete (Spain) and from a small IT company located in Alicante(Spain).
5.1. Experiment context

The main goal of these experiments is to analyze the proposedmethodology and evaluate its understandability and effectiveness fromthe viewpoint of non-expert users in data visualization. In the experi-ments, a total of 97 non-expert participants filled in the questionnaires.The set of participants included 2nd-year computer engineering stu-dents and employees of a technological company. In both cases noneof the participants had knowledgeable skill in data visualization.The students were recruited through an email from their teachers,and participated voluntarily. They were rewarded with 0.25 out of 10in the final mark of the subject, however, their performance had noimpact on the mark. The participants of the company participated ona voluntary basis without any benefit.Due to the COVID measures, not all the participants could meetin the same room and this is why they had to be divided into thegroups shown in Table 2. The group of instructors was composed bytwo developers of the method and two professors from the Universityof Castilla la Mancha. The professors were instructed to know theexperiment and what kind of assistance they could provide. In the caseof the experiment in the company, the instructors were two developersof the method. During the experiment it was not explicitly explainedwho were the developers of the method.As to the assistance provided during the experiments, it was fo-cused on the development of the exercises, not on the content. Thedifferent elements of the model were explained so that users were ableto generate the goal tree by themselves. Some additional help wasprovided to derive the visualizations, since the experiment was madeon paper and the prototype CASE tool [39] was not ready at that time.Moreover, using the prototype would have introduced additional risksand noise, since it would have been difficult to understand whether an
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Table 2Participants to the experiment.No. of participants Background Assistance

Group 1 9 UCLM YesGroup 2 15 UCLM YesGroup 3 21 UCLM YesGroup 4 39 UCLM NoGroup 5 13 IT company Yes
Table 3Main features of the experiment.

Nullhypothesis
- H0A: The use of the proposed methodology does notallow users to cover more analytical questions- H0B: The use of the proposed methodology does notimprove the set of generated visualizations- H0C: Users do not find any improvement betweenperforming the exercises with or without the proposed

Dependentvariable
- Number of questions answered- Perceived value of the visualizations- Perceived improvement

Independentvariable
- Whether the methodology was used or not- Whether there has been assistance in the performanceof the experiment

Location - Albacete- Alicante
Date - October 2020
Subjects - 84 Computer Engineering Students- 13 Employees of an IT company

improvement in the results was derived from the methodology itselfor from the usage of the tool. In the case of the participants who hadno assistance, there was no interaction at all between them and theinstructors.Importantly, only the help that the tool would have provided wasindeed given to the participants. There was no help in applying themethodology, as this would have posed a threat to the validity of theexperiment.As Table 3 shows, the experiment seeks to discover whether (i)the proposed methodology really helps in answering more analyticalquestions, (ii) it increases the perceived value of the set of visualizationscreated, and (iii) whether users perceive an improvement when doingan exercise with or without the methodology. Then, the independentvariables were defined as (i) whether the methodology was used or notand (ii) whether there has been assistance to carry out the experimentor not. And finally, the null hypothesis that the experiment tried toaccept/refuse.
5.2. Experiment design

The experiment consisted of performing two exercises related toa tax collection topic and an evaluation, the first exercise withoutfollowing any methodology and the second by following our method-ology. Usually different cases are used, however, in this experimentwe decided to use the same case to avoid fatigue effect risk, since theexperiment was very long.Firstly, before starting the exercises, we requested the participantsto fill a short anonymous survey where they were asked about their age,gender, studies, and level of experience with data visualization tools. Inthis way we could then identify non-expert users and evaluate how ourproposal improves their results. Both the survey and the experimentexercises were always filled in an anonymous manner, making usunable to identify the author behind the survey and the correspondingexercise.Then, users performed the requested exercises. On each exercise,participants were assigned with a different strategic goal to achieverelated to the tax collection topic. In the first exercise, participants were

Table 42 × 2 factorial design. Exercise 1Without methodology Exercise 2With methodology
Experiment mode A Strategic goal 1 Strategic goal 2Experiment mode B Strategic goal 2 Strategic goal 1

asked to define visualizations by knowing the strategic goal and havingall the data available. In this first case, the participants did not followany method. In the second exercise, participants were assigned with adifferent strategic goal and, in this case, they were asked to follow ourmethodology. Once both exercises were finished, the participants com-pleted the evaluation by answering concrete questions that required theusage of the visualizations they had created. They also had to rate thevisualizations they had defined as well as the improvement perceivedwhen doing an exercise with or without the methodology.Everyone did the experiment first without the method and then withit. To avoid the learning effect, a 2 × 2 factorial design with confoundedinteraction [40] was used, as shown in Table 4. In this sense, thestrategic goal to achieve and the analytical questions were swapped,i.e., the participants with Experiment Mode A received strategic goal 1to do exercise 1 (without using our methodology) and strategic goal 2to do exercise 2 (using our methodology). Conversely, in ExperimentMode B the participants received strategic goal 2 to do exercise 1(without using our methodology) and strategic goal 1 to do exercise2 (using our methodology). The experiment modes were distributedequally among the participants.The analytical questions that participants had to answer by usingthe created visualizations are listed below. These questions were estab-lished by the authors during a brainstorming process. Moreover, thequestions were tested in a pilot experiment and some of them wereremoved. For each question, participants must state whether they canor cannot answer it using their previously defined visualizations. It wasnot possible to answer all the questions with a single visualization sincethe questions were designed to force participants to use more than onevisualization.Reduce unpaid bills (Strategic Goal 1)
1. Identify the areas with most unpaid bills2. Identify the types of taxes with most unpaid bills3. Identify the tax records with most unpaid bills4. Analyze the evolution over time of unpaid bills
Reduce the bill collection time (Strategic Goal 2)
1. Identify the amount of bills paid on and after the deadline2. Identify the types of bills that are mostly paid after the deadline3. Indicate in which areas there are payment delays4. Identify the most delayed tax records
Finally, in order to rate their confidence on the visualizations cre-ated, they were tasked to fill the rubric shown in Table 5. This tableallows participants to communicate the perceived value of the set ofvisualizations created in Exercise 1 and Exercise 2 and the improve-ment perceived between performing the exercises with or without ourmethodology. This is a subjective aspect that allows us to know if userscan really feel that there is an improvement in the performance of theexercise by following our methodology.Therefore, the information collected was: (i) information regard-ing participants demographics, (ii) number of analytical questions an-swered, (iii) score of the rubric (Table 5), and (iv) time required by theparticipants to complete the experiment, which was only collected forstatistical purposes.
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Table 5Rubric to evaluate the set of visualizations. Score

1 2 3 4
Ex.1 Are the visualizations useful?Is the information well represented?Are the visualizationssuitable for the information?

Stronglydisagree Disagree Agree Totallyagree
Ex.2 Are the visualizations useful?Is the informationwell represented?Are the visualizationssuitable for the information?

Stronglydisagree Disagree Agree Totallyagree

Ex.1 vs. Ex.2 Did you perceive anyimprovement inEx. 2 over Ex. 1?
Noimprovement Littleimprovement Reasonableimprovement Remarkableimprovement

Fig. 7. Histogram for number of questions answered for Group 123.
Table 6Comparison of the analytical questions and rubric results based on whether or not themethodology was used. Average

Withoutmethodology Withmethodology
Group 123 Answered questions 1.87 2.72Perceived value 1.82 2.74Perceived improvement 2.95
Group 4 Answered questions 2.13 2.34Perceived value 1.89 2.58Perceived improvement 2.42
Group 5 Answered questions 1.08 2.15Perceived value 1.85 2.62Perceived improvement 2.92

5.3. Experiment results
After manually transcribing the survey, the analytical questions, andthe rubric for a subsequent analysis, we obtained the results shown inTable 6. We have grouped the results in:
• Group 123: 45 Computer Engineering students from UCLM whowere assisted while carrying out the experiment.
• Group 4: 39 Computer Engineering students from UCLM whowere not given assistance in carrying out the experiment.
• Group 5: 13 Employees of a small IT company who were assistedwhile carrying out the experiment.

In the following, the results from each group will be analyzed.
5.3.1. Group 123 - Students with assistanceGroup 123 included 45 Computer Engineering Students from theUniversity of Castilla la Mancha. In this case, we gave assistance tothe participants through a detailed explanation of the methodology andsolved all their doubts.According to the results obtained, shown in Table 6, the set of vi-sualizations generated without following any methodology can answer1.87/4 (47%) of the specific questions proposed, while this num-ber grows until 2.72/4 (68%) coverage when following the proposedmethod. Furthermore, a 2-Sample T-Test was performed with an alpha

Fig. 8. Perceived value of visualizations for Group 123.

of 0.05. Thanks to this test, we could conclude that the mean numberof questions answered differs at the 0.05 level of significance, with a 𝑝-value < 0.001. Therefore, for Group 123, with a 95% confidence level,we can reject the null hypothesis ‘‘H0A - The use of the proposed method-ology does not allow users to cover more analytical questions’’. Thus, thenumber of analytical questions answered by using the methodology issignificantly different (higher) from the number of analytical questionsanswered without using the methodology. Moreover, Fig. 7(a) reflectsthe normality of the data since it corresponds to the structure of aGaussian distribution [41].In order to accept or reject the null hypothesis ‘‘H0B: The use ofthe proposed methodology does not improve the set of generated visual-izations’’, the answers of the rubric of Table 5 have been analyzed.As Table 6 shows, the participants scored the visualizations createdwithout methodology with an average 1.82/4. Comparatively, the vi-sualizations generated using the methodology presented were scoredwith an average of 2.74/4. Fig. 8 represents the perceived value of theresulting visualizations.The 2-Sample T-Test was performed with an alpha of 0.05. Thanksto this test, we could conclude that in the case of the perceived value ofthe visualizations the means differ at the 0.05 level of significance, with
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Fig. 9. Histogram for the confidence on the visualizations score for Group 123.

Fig. 10. Perceived value of visualizations for Group 4.

a 𝑝-value < 0.001. Therefore, for Group 123, with a 95% confidencelevel, we can reject the null hypothesis ‘‘H0B: The use of the proposedmethodology does not improve the set of generated visualizations’’, meaningthat, for this group, the perceived value of the visualizations is indeedhigher when using our methodology. As in the previous case, Fig. 9reflects the normality of the data, as well as the difference of the aver-ages. Therefore, the normality of our data is confirmed. We concludethat the results show a statistical significance that confirms the impactof the methodology proposed.
5.3.2. Group 4 - Students without assistanceGroup 4 is composed of 39 Computer Engineering Students from theUniversity of Castilla la Mancha. In this case we let them carry out theexperiment without offering them any assistance.In accordance with the results obtained (Table 6), the set of visu-alizations generated without following any methodology can answer2.13/4 (53%) of the specific questions proposed, while this numbergrows until 2.34/4 (59%) when following the proposed method. How-ever, in this case, the 2-Sample T-Test concludes that with a 𝑝-value of0.430, the number of questions answered is not significantly different.Therefore, for ‘‘Group 4’’, we cannot reject the null hypothesis ‘‘H0A -The use of the proposed methodology does not allow users to cover moreanalytical questions’’.In order to accept or reject the null hypothesis ‘‘H0B: The use ofthe proposed methodology does not improve the set of generated visual-izations’’, the answers of the rubric of Table 5 have been analyzed.As Table 6 shows, the participants scored the visualizations createdwithout methodology with an average 1.89/4. Comparatively, the vi-sualizations generated using the methodology presented were scoredwith an average of 2.58/4. Fig. 10 represents the perceived value ofthe resulting visualizations.The 2-Sample T-Test was performed with an alpha of 0.05. Thanksto this test, we can conclude that in the case of the perceived valueof the visualizations the means differ at the 0.05 level of significance,with a 𝑝-value < 0.001. Therefore, for Group 4, with a 95% confidencelevel, we can reject the null hypothesis ‘‘H0B: The use of the proposedmethodology does not improve the set of generated visualizations’’, meaning

that in this group the perceived value of the visualizations is not thesame using or not using our proposed methodology.Fig. 11 reflects the normality of the data, as well as the differenceof the averages. Therefore, the normality of our data is confirmed.
5.3.3. Group 5 - Company employees with assistanceThe last group, number 5, was composed of 13 employees from thesmall technological company. In this case, we gave assistance to theparticipants through a detailed explanation of the methodology andsolved all their doubts.According to the results obtained, shown in Table 6, the set ofvisualizations generated without following any methodology can an-swer the 1.08/4 (27%) of the specific questions proposed, while thisnumber grows until 2.15/4 (54%) coverage when following the pro-posed method. Furthermore, a 2-Sample T-Test was performed withan alpha of 0.05. Thanks to this test, we could conclude that in thecase of the number of questions answered means differ at the < 0.05level of significance, with a 𝑝-value of 0.019. Therefore, for ‘‘Group 5’’,with a 95% confidence level, we can reject the null hypothesis ‘‘H0A- The use of the proposed methodology does not allow users to cover moreanalytical questions’’, meaning that the number of analytical questionsanswered by using the methodology is significantly different (again,higher) from the number of analytical questions answered withoutusing the methodology.Fig. 12 reflects the normality of the data, as well as the differenceof the averages. Therefore, the normality of our data is confirmed.In order to accept or reject the null hypothesis ‘‘H0B: The use ofthe proposed methodology does not improve the set of generated visualiza-tions’’, the answers of the rubric of Table 5 have been analyzed. AsTable 6 shows, participants scored the visualizations created withoutmethodology with an average 1.85/4. Comparatively, the visualizationsgenerated using the methodology presented were scored with an aver-age of 2.62/4. Fig. 13 represents the perceived value of the resultingvisualizations.The 2-Sample T-Test was performed with an alpha of 0.05. Thanksto this test, we could conclude that in the case of the perceived value ofthe visualizations the means differ at the 0.05 level of significance, witha 𝑝-value of 0.047. Therefore, for ‘‘Group 5’’, with a 95% confidencelevel, we can reject the null hypothesis ‘‘H0B: The use of the proposedmethodology does not improve the set of generated visualizations’’, meaningthat in Group 5 the perceived value of the visualizations is higher whenfollowing our proposed methodology.Finally, as in the previous cases, Fig. 14 reflects the normality of thedata, as well as the difference of the averages. Therefore, the normalityof our data is confirmed.In conclusion, the T-test results showed statistical significance forthe results obtained, confirming the impact of the methodology pro-posed. Fig. 15 summarizes the score given to the improvement of onemethod over the other through the third question of rubric shown inTable 5. In most cases the participants have detected an improvementwhen using our methodology.
5.3.4. Analysis of visualizationsFinally, we analyzed the visualizations generated freely and thosegenerated using our methodology.The first outcome is that, by following our methodology, a largernumber of visualizations were created than by creating them freely.
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Fig. 11. Histogram for the confidence on the visualization score for Group 4.

Fig. 12. Distribution of data of number of questions answered for Group 5.

Fig. 13. Perceived value of visualizations for Group 5.

A total of 205 visualizations were created freely (an average of 2.11per participant), while 257 visualizations were created by following ourmethodology (an average of 2.65 per participant).Moreover, we have analyzed the types of visualizations selectedin each case. When the participants did the exercise freely, the mostused visualization types were Column Graph, Pie Chart, and Map asFig. 16(a) shows. Nevertheless, when the participants did the exercisefollowing our methodology, the most used visualizations were ColumnGraph, Map, and Bubble Graph as Fig. 16(b) shows.Therefore, we can conclude that: (i) following the methodology,participants tend to use more visualizations; (ii) the visualization typemost used by the participants is also the one most recommended byour methodology; and (iii) when participants use visualizations that arenot suitable for non-expert users, such as histograms, it is common tocreate erroneous visualizations that do not really represent what theyexpected.
5.4. Meta-analysis

In this section the results from the different groups are discussed.Table 7 summarizes the results obtained.The results increase our confidence about the utility of our method-ology, because (i) it allows users to cover more analytical questions,(ii) it improves the set of generated visualizations, and (iii) users findimprovements when they use it to execute the exercises. For the groupthat carried out the experiment without any assistance (Group 4), it wasnot possible to verify statistically that the use of the proposed method-ology allows users to cover more analytical questions. Therefore, giventhe positive results obtained in the remaining groups, we can infer that

Table 7Summarized results. Group 123 Group 4 Group 5
H0A: The use of the proposedmethodology does not allowusers to cover more analyticalquestions

Rejected Not rejected Rejected

H0B: The use of the proposedmethodology does not improvethe set of generated visualizations
Rejected Rejected Rejected

H0C: Users do not find anyimprovement betweenperforming the exercises withor without the proposedmethodology

Rejected Rejected Rejected

some assistance or prior training is required for the effective applicationof the methodology. In addition, these results point in the direction ofemphasizing the development and usage of a user-friendly tool to applyour proposal more effectively, reducing the users’ knowledge burdenand improving the results obtained.
6. Validity threats

In this section, we summarize the main limitations and validitythreats for the performed experiments. Although we did our best toavoid that the outcome is affected by undesired factors, there aresome aspects that must be taken into account when reproducing theseexperiments:
• When performing the experiments, we had a data analyst support-ing non-expert users in order to aid in following the methodology.Such actor may not be always available, which may alter the re-sults (i.e., Group 4). We are working to a user-friendly CASE toolto verify that users are able to define visualization requirementscompletely on their own.
• Our proposal is meant to be context-independent. We have ap-plied it in educational, economic, smart cities, and gas turbinecontexts. However, we have not applied our proposal yet in a fullset of contexts, so there may be some specific user profiles wehave not considered yet.
• Our methodology increases the capability to answer analyticalquestions. However, it is still recommended that the user whodefines the visualizations is an expert in the application domainfor which the visualizations are required.
• We rely on [4] to derive suitable visualization types. This meansthat our proposal inherits the associated limitations when de-riving the visualizations. One of such limitations is that not allvisualization types are supported. Furthermore, if a significantly
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Fig. 14. Distribution of data of confidence on the visualization score for Group 5.

Fig. 15. Perceived improvement results.

Fig. 16. Most used visualizations.
larger number of visualization types were to be included, theseven coordinates we rely on might no longer be sufficient todistinguish them.

• The participants in the experiment received a predefined template(essentially, a tree with empty nodes) as a guide to facilitate thecreation of the User Requirements Model. Then they completedthe model independently by filling the nodes and adding oreliminating branches as necessary.
• Although the objective of the experiment was to test our approachon non-expert users only, the experience of the users can beconsidered a validity threat.

7. Conclusions and future work
The volume of data that needs be analyzed and interpreted iscontinuously growing. Data visualization plays a key role in this anal-ysis. However, finding the most effective visualizations is a difficulttask. Normally, users are not experts in data visualization, and theyrarely know which is the visualization type that will best suit them,nor they know exactly what information they are trying to extract

from them. Unfortunately, there is a lack of methodologies that guidenon-expert users, taking into account their analysis goals to definethe visualizations they need. For this reason, in this paper we havepresented a process that helps non-expert users define their analyticalgoals and achieve them by automatically deriving the visualizationsthat best suit a certain context.Compared to other approaches, our proposal covers the whole pro-cess, from defining user requirements to implementing visualizations.Therefore, the great advantage of our proposal is that non-expert userswill be guided to reflect their analytical needs and automatically obtaina set of visualizations that will help them to achieve their goals.To evaluate the impact of our proposal, we have presented a casestudy and performed a set of experiments with non-expert users in datavisualization. The experiments have been carried out by 97 partici-pants, including 84 Computer Engineering Students and 13 employeesof a technological company, all of them non-expert in data visualiza-tion. These experiments confirmed the validity of our proposal since ithas been shown that our methodology (i) allows users to cover moreanalytical questions, (ii) improves the set of generated visualizationsand, (iii) users themselves perceive improvements when adopting our
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Table 8Experiment data 1.Group Id Mode No. of questions answeredwithout methodology No. of questions answeredwith methodology Value of visualizationswithout methodology Value of visualizationswith methodology Comparative Time

1 1 A 0 4 1 4 4 491 2 A 2 3 2 4 4 491 3 A 2 4 3 3 4 561 4 A 1 4 2 3 3 541 5 B 1 3 1 3 3 531 6 B 2 2 1 2 21 7 B 2 2 1 2 21 8 B 3 4 2 4 4 491 9 B 1 4 1 3 4 472 1 A 4 4 2 3 4 542 2 A 1 4 3 4 3 582 3 A 2 2 1 1 2 612 4 A 1 4 2 4 4 602 5 A 1 3 1 3 3 602 6 A 1 4 2 3 3 682 7 A 3 3 3 2 2 632 8 A 622 9 B 2 4 1 4 4 632 10 B 2 2 3 4 2 622 11 B 4 3 3 3 2 622 12 B 1 1 3 3 3 592 13 B 2 1 1 3 3 59
Table 9Experiment data 2.Group Id Mode No. of questions answeredwithout methodology No. of questions answeredwith methodology Value of visualizationswithout methodology Value of visualizationswith methodology Comparative Time

2 14 B 572 15 B 3 1 2 3 4 543 1 A 2 4 1 2 2 443 2 A 1 2 2 3 2 453 3 A 3 3 2 1 2 473 4 A 1 0 3 3 2 623 5 A 3 2 2 1 2 603 6 A 1 3 2 3 4 503 7 A 3 2 3 3 3 503 8 A 503 9 A 2 0 2 1 1 513 10 A 2 3 3 4 2 513 11 A 553 12 B 3 3 1 2 4 623 13 B 2 3 2 3 3 573 14 B 573 15 B 0 2 1 2 4 553 16 B 3 3 1 3 3 533 17 B 2 2 2 2 3 503 18 B 0 2 1 1 2 493 19 B 473 20 B 2 4 1 2 4 47
methodology. Although the majority of user groups in the experimentshave shown a statistical significance in favoring the methodology, forthe group that carried out the experiment without any assistance it hasnot been possible to verify statistically that the use of the proposedmethodology allows users to cover more analytical questions. The otherimprovements have also been confirmed with this group.Therefore, considering that the assistance in following the methodhas a positive impact on its application, we are implementing a user-friendly tool [39]. As part of our future work we are going to testthe usability of the tool through new controlled experiments. This willallow us to adjust the tool to users’ needs. Moreover, we will explore thepossibility of taking into account changing needs to our methodology.
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Table 10Experiment data 3.Group Id Mode No. of questions answeredwithout methodology No. of questions answeredwith methodology Value of visualizationswithout methodology Value of visualizationswith methodology Comparative Time

3 21 B 2 2 1 3 3 454 1 A 2 4 2 4 4 464 2 A 2 2 2 2 2 464 3 A 2 2 2 3 3 464 4 A 3 2 2 1 1 474 5 A 3 3 2 3 3 484 6 A 3 0 2 3 3 484 7 A 1 1 2 2 3 474 8 A 3 2 2 3 3 504 9 A 1 2 1 1 2 504 10 A 3 4 3 3 2 534 11 A 2 3 3 4 2 524 12 A 0 3 1 2 2 544 13 A 2 3 3 2 2 564 14 A 3 4 3 3 2 554 15 A 2 4 2 3 4 584 16 A 2 2 2 2 2 574 17 A 2 3 1 3 3 664 18 A 1 4 2 3 3 604 19 B 3 2 2 3 3 654 20 B 3 4 2 2 3 644 21 B 1 1 1 2 2 64

Table 11Experiment data 4.Group Id Mode No. of questions answeredwithout methodology No. of questions answeredwith methodology Value of visualizationswithout methodology Value of visualizationswith methodology Comparative Time
4 22 B 1 3 3 3 3 624 23 B 624 24 B 0 2 1 2 2 614 25 B 4 3 1 3 4 584 26 B 1 1 2 2 2 564 27 B 4 3 3 3 3 564 28 B 3 2 1 3 3 554 29 B 2 2 3 2 1 554 30 B 0 0 1 1 1 554 31 B 0 2 1 3 2 544 32 B 1 2 1 2 2 514 33 B 3 3 3 4 3 504 34 B 3 2 1 3 2 504 35 B 3 1 3 3 2 504 36 B 4 4 2 4 3 494 37 B 1 1 1 1 1 494 38 B 3 1 2 3 2 474 39 B 4 2 1 2 2 465 1 B 0 3 1 3 45 2 B 1 3 1 3 35 3 B 2 1 3 3 25 4 B 1 2 2 3 2

Table 12Experiment data 5.Group Id Mode No. of questions answeredwithout methodology No. of questions answeredwith methodology Value of visualizationswithout methodology Value of visualizationswith methodology Comparative Time
5 5 B 0 3 3 3 35 6 B 1 2 1 2 35 7 A 4 2 4 1 25 8 A 1 3 2 2 35 9 A 1 1 1 2 25 10 A 1 0 1 2 45 11 A 0 1 1 3 35 12 A 1 3 3 3 35 13 A 1 4 1 4 4 60
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Appendix. Experiment data

See Tables 8–12.
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ABSTRACT
Data Analytics and Artificial Intelligence (AI) are increasingly
driving key business decisions and business processes. Any flaws
in the interpretation of analytic results or AI outputs can lead
to significant economic loses and reputation damage. Among
existing flaws, one of the most often overlooked is the use biased
data and imbalanced datasets. When unadverted, data bias warps
the meaning of data and has a devastating effect on AI results.
Existing approaches deal with data bias by constraining the data
model, altering its composition until the data is no longer biased.
Unfortunately, studies have shown that crucial information about
the nature of data may be lost during this process. Therefore, in
this paper we propose an alternative process, one that detects
data biases and presents biased data in a visual way so that the
user can comprehend how data is structured and decide whether
or not constraining approaches are applicable in his context. Our
approach detects the existence of biases in datasets through our
proposed algorithm and generates a series of visualizations in a
way that is understandable for users, including non-expert ones.
In this way, users become aware not only of the existence of
biases in the data, but also how they may impact their analytics
and AI algorithms, thus avoiding undesired results.

1 INTRODUCTION
Nowadays, Data Analytics have become a key component of
many business processes. Whether driving business decisions
or offering new services through Artificial Intelligence (AI) algo-
rithms, data serves as the main resource for improving business
performance. Therefore, any flaws within the data or its use will
be translated into significant performance and economic loses.

One of such flaws is data bias and the use of imbalanced
datasets. When unadverted, data bias can significantly affect
the interpretation of data, and has devastating impact on AI re-
sults as recently reported by the Gartner Group [6]. One area
where biases lead to life-threatening consequences is Healthcare,
where identifying as healthy a patient that is incubating a severe
illness may delay its treatment [2].

As such, data bias has become an important concern in the
community, with Big companies like Amazon, Facebook, Mi-
crosoft, Google, etc. investing resources and effort to tackle the
problem. Amazon Web Services [23] has published information
about fairness in their machine-learning services in terms of ac-
curacy, false positive and false negative rates. Facebook [19] has
shown one of its internal anti-bias software tools, “Fairness Flow”
which measures how a model interacts with specific groups.

©Copyright 2020 for this paper held by its author(s). Published in the proceedings of
DOLAP 2020 (March 30, 2020, Copenhagen, Denmark, co-located with EDBT/ICDT
2020) on CEUR-WS.org. Use permitted under Creative Commons License Attribution
4.0 International (CC BY 4.0).

Unfortunately, most approaches developed until now aremainly
focused on machine-learning and rebalancing the biased datasets.
As [7] argues, the fairness of predictions should be evaluated
in context of the data, and unfairness induced by inadequate
samples sizes or unmeasured predictive variables should be ad-
dressed through data collection rather than by constraining the
model. As such, a general approach that automatically warns the
user of the existence of biases and lets her analyze the data from
different perspectives without altering the dataset is missing.

Therefore, in this paper we focus our work on detecting and
presenting in a humanly understandableway the existence of data
bias and imbalanced datasets, with a special focus on enabling
the analysis through data analytics without altering the dataset.

Our approach complements our previous work [15] [14] where
we presented an iterative Goal-Based modeling approach based
on the i* language for the automatic derivation of data visual-
izations and we aligned it with the Model Driven Architecture
(MDA) in order to facilitate the creation of the right visual ana-
lytics for non-expert users. Now, we include a Biases Detection
Process that automatically detects the existence of biases in the
datasets and enables users to measure them and select those
ones which are relevant to them. Our process includes a novel
algorithm that takes into account the scope of the analysis, de-
tects biases, and presents them in a way that is understandable
for users, including non-expert ones. In this way, users become
aware not only of the existence of biases in their datasets, but
also how they may impact their analytics and AI algorithms, thus
avoiding unwanted results.

The rest of the paper is structured as follows. Section 2 presents
a classification of types of biases. Section 3 summarizes the re-
lated work in this area. Section 4 describes our proposed process.
Section 5 presents our Biases Detection Approach. Section 6 de-
scribes results of the experiments applying our approach. Finally,
Section 7 summarizes the conclusions and our future work.

2 BIASES IN DATA
In order to illustrate the negative impact of data bias, in this
section, we provide a classification of types of biases. There are
different types of biases in datasets, the most common being
Class Imbalance and Dataset Shift.

Class Imbalance is the case where classes are not equally
represented in the data, this means that one or more categories
on the dataset have a higher representation than the rest of the
categories. It is usual to find this kind of bias in real word datasets
[12]. This bias causes several problems, specially when people
are trying to analyze this data and/or applying AI algorithms.

Dataset Shift refers to the case where the distribution of the
data within the training dataset does not match the distribution
in the test and real datasets. In real word datasets often train and
test datasets have not been generated by the same distribution.
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Artificial Intelligence Algorithms trained on biased training sets
tend not to generalize well on test data that is from the true
underlying distribution of the population, which has an negative
effect on the quality of a machine learning model. As [18] argue,
there are three potential types of dataset shift:

Covariate Shift: It happens when the input attributes have
different distributions between the training and test datasets.

Prior Probability Shift: In this case, it happens when the
class distribution is different between the training and test datasets.

Concept Shift: It happens when the relationship between the
input and class variables changes. Usually occurs when training
data is collected at a different point in time than testing data.

Biased datasets are very common and they can cause severe
problems if bias are not taken into account and treated properly
depending on the type of bias we are facing, the context, and the
objective that the dataset is being used for. Therefore, it is para-
mount to show users how biased their data are, in order to enable
them to take into account those biases which are determinant to
them. Otherwise, their decisions will likely have unexpected and
negative consequences.

3 RELATEDWORK
The class imbalance problem has been encountered in multi-
ple areas, some of them with a serious impact, such as in the
interpretation of medical data [5]. This problem has been also
considered one of the top 10 problems in data mining and pattern
recognition [24]. The issue with imbalance in class distribution
becomes more pronounced with the applications of the AI algo-
rithms. Mining and learning classifiers from imbalanced datasets
are indeed a very important problem from both the algorithmic
and performance perspective [13]. Not choosing the right dis-
tribution can introduce bias towards the most represented class.
Since most AI algorithms expect a balanced class distribution
[11], an algorithm trained with imbalanced datasets will tend to
unadvertedly return results of the most populated classes.

Different authors have proposed several techniques to han-
dle with these problems. Generally, the approaches to deal with
Imbalanced Data issues involve three categories [16]:

Data perspective: uses techniques to artificially re-balance the
class distribution by sampling the data space to diminish the effect
caused by class imbalance. As [10] argues, one intuitive method
is undersampling the majority classes by dropping training ex-
amples. This approach leads to smaller data sets, but important
examples could be dropped during the process. Another method
is oversampling the minority classes.

Algorithmic perspective: these solutions try to adapt or mod-
ify cost adjustment within the learning algorithm to make it
perform better on imbalanced data sets during the training pro-
cess. For example, [17] proposes an algorithm that is able to deal
with the uncertainty that is introduced in large volumes of data
without disregarding the learning in the underrepresented class.

Ensemble approach: this type of solutions uses aspects from
both perspectives to determine the final prediction. [9] proposes
an integrated method for learning large imbalanced dataset. Their
approach examines a combination of metrics across different
learning algorithms and balancing techniques. The most accurate
method is then selected to be applied on real large, imbalanced,
and heterogeneous datasets.

In the case of Dataset Shift (when the training data and test
data are distributed different), a common approach is to reweight
data such that the reweighted distribution matches the target

distribution [20]. In [22] authors analyze, the relationship be-
tween the class distribution of training data to determine the best
class distribution for learning. [10] have recently proposed deci-
sion tree learning for finding a model that is able to distinguish
between training and test distributions.

On the other hand, some works have focused on the impact of
data flaws on the visual features of visualization. M. Correll et al.
in [8] show how it is possible to create visualizations that seem
“plausible” (design parameters are within normal bounds and pass
the visual sanity check) but hide crucial data flaws. The biases
can be considered as data flaws if the context determines so. It
is possible to detect biases in datasets when the classification
categories are not approximately equally represented.

As we have shown, most approaches developed until now are
mainly focused on machine-learning and rebalancing the biased
datasets. However, our goal is not to balance the biased datasets.
As [7] argues, the fairness of predictions should be evaluated in
context of the data, and unfairness induced by inadequate samples
sizes or unmeasured predictive variables should be addressed
through data collection rather than by constraining the model.
For this reason, we propose an approach that automatically warns
the user of the existence of biases and lets her analyze the data
from different perspectives without altering the dataset. Since
one of the core benefits of visualizations is enabling people to
discover visual patterns that might otherwise be hidden [8].

4 PROPOSED PROCESS
In this section, we will describe our proposed process. Fig. 1
summarizes the process followed in our proposal, representing
in a red cloud the new elements introduced in this paper. Rest of
the elements were introduced in our previous work [15] [14].

In our process, firstly, a sequence of questions guides users in
creating a User Requirements Model [15] that captures their
needs and analysis context. Then, this Model is complemented by
the Data Profiling Model [15] that analyzes of the features of
the data sources selected to be visualized. The user requirements,
together with the data profiling information, are translated into
a Visualization Specification that enables users to derive the
best visualization types [15] in each context automatically. This
transformation generates a Data Visualization Model [14].

The Data Visualization Model enables users to specify vi-
sualization details regardless of their implementation technology.
This model also enables users to determine if the proposed vi-
sualization is adequate to satisfy the essential requirements for
which it was created or not. If the proposed visualization does
not pass the user validation, it will point out the existence of
missing or wrongly defined requirements. In this case, a new
cycle is started by reviewing the existing model to identify which
aspects were not taken into account, generating in turn an up-
dated model. Otherwise, a successful validation will start the
Biases Detection Process. Once users have validated the visu-
alization, the attributes of the collections that have been selected
in the process to be represented in the visualization are analyzed.
Our novel algorithm examines the data to automatically detect
biases and presents this information to the users. Users may de-
fine thresholds to adapt the Biases Detection Process to their
specific needs. The definition of thresholds is performed in an
easy way, adapted for non-expert users by defining two variables
through the interface. This new functionality will make users
aware of biases that could significantly alter the interpretation of
their data, as well as the techniques to be used for the analysis.
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Figure 1: Overall view of the proposed process

As a result of the process, users will obtain a visual represen-
tation of the bias, being offered the option to include information
in their analytics about each of the attributes detected as biased
by the algorithm. If they decide to add information about a bi-
ased attribute, they can integrate this information within the
visualization that they had created for the initial analysis, or, al-
ternatively, in a new visualization that is dynamically connected
with the visualization of the process, so that when one of the
visualizations is interacted with, the other one is updated.

If users decide to add new information about some biased
attribute, a new visualization specification will be generated.
Therefore, in the Data Visualization Model, users will be able
to customize the visualization/visualizations and select how to
represent the biases information. Once users validate the new
visualizations and do not wish to add further information, the
corresponding implementation will be generated.

Finally, when the visualization has been implemented and
users are working with it, it is possible to program a Periodic
Monitoring. The aim of this continuous monitoring is to ensure
that, as new data populates the data sources, no new biases are
introduced unadvertedly. The Periodic Monitoring event will
trigger an execution of our Biases Detection Algorithm with
the aim of automatically detect if the data has exceeded the
defined thresholds. If a new threshold has been exceed, an alert
will be shown to users. This will enable them to return to the
Biases Detection Process and choose if they want to edit or add
information about this new bias in the visualizations.

By following this process, we facilitate the data analysis and
bias awareness for non-expert users in data visualization. Further-
more, all users may benefit from the reduction in time involved
in using this approach, since skipping the existing biases will lead
to problems, requiring users to manually identify the biases that
originated them and requiring to rebuild all the visualizations or
re-train their AI algorithms. Therefore, the process enables users
to retain control of how data biases affect their data and makes
them aware of the impact on their analytics and AI algorithms.

5 BIASES DETECTION
Our proposal starts from the result of our process for automatic
derivation of visualizations, shown in Fig. 1. In this sense, we
assume the user has defined her requirements, the information
that she wants to analyze and that the visualization that best
suits her needs has been automatically derived. Once the user
has validated the visualization, it is possible that certain elements
are changing the interpretation of the data and the user is un-
aware of them. Therefore, at this point we introduce our novel
Biases Detection Process to detect biases in the data, based on
the algorithm proposed in this paper that will facilitate this task.
It is important to note that, although we assume that the user
has followed our previous approach, the process proposed can be
applied to visualizations obtained through other tools, as long as
the necessary information is facilitated as input to the algorithm.

The first step in our Biases Detection Process proposed is to
automatically analyze the attributes of the collections used for
the visualization defined in the process through Algorithm 1.
This algorithm enables us to automatically detect biases in the
data by an analysis of the datasets, giving us information as to
how biased data are. Users can alter the limits for bias detection
in order to tailor the algorithm to their particular case.

It is important to note that, although we exemplify the im-
plementation of our algorithm assuming an existing relational
database, our proposal can be applied to any context where struc-
tured or semi-structured data is being analyzed.

Algorithm1 starts with the input of the data tables (tables_vis)
that are used for the visualization. These tables will come auto-
matically to the algorithm from the previous step of our process.
On the other side, the variables thdCategorical and thdBiases
define the thresholds to delimit the biases and attributes, these
thresholds do not need to be defined, as they are already assigned
default values according to our experience analyzing datasets.

To define the thresholds, we have analyzed different studies.
Academic research [11] suggest that there is a situation of class
imbalance when the majority-to-minority class ratio is within the
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Algorithm 1: Biases Detection Algorithm
/* tables_vis comes automatically from the process

thdCategorical and thdBiases are defined by default, but

users may personalize it */

Input : tables_vis[] = list of tables used in the
visualization, thdCategorical = 0,05; number
that represents the maximum percentage of the
total elements of the table to be considered a
categorical attribute, thdBiases = 8; number
between 0 and 10 that establishes the admissible
bias ratio of the attributes (being 0 equally
distributed and 10 very biased)

Output :biasedAtt = list of attributes and their bias
1 foreach table in tables_vis do
2 Statement stmt = con.createStatement();

/* Query 1 */

3 String rowsQuery = "SELECT COUNT(*) FROM " +
table;

/* Query 2 */

4 String attributesQuery = "SELECT COLUMN_NAME
FROM INFORMATION_SCHEMA.COLUMNS
WHERE TABLE_NAME = " + table;

/* number of rows from the table */

5 ResultSet rsRN = stmt.executeQuery(rowsQuery);
6 int RN = rsRN.getInt(1);

/* list of attributes from the table */

7 ResultSet attributes =
stmt.executeQuery(attributesQuery);

/* for each attribute from the table */

8 foreach attribute in attributes do
/* Query 3 */

9 String groupAttrQuery = "SELECT COUNT(" +
attribute + " ) FROM " + table + " GROUP BY " +
attribute ;

/* number of times that each different value of the

attribute appears */

10 ResultSet rsGroupAttr =
stmt.executeQuery(groupAttrQuery);

/* number of distinct values of the attribute */

11 rsGroupAttr.last();
12 int RND = rsGroupAttr.getRow();

/* if it is a categorical attribute */

13 if RND < RN*thdCategorical then
/* is extracted the value that is repeated more

and less times */

14 int max = max(rsGroupAttr);
15 int min = min(rsGroupAttr);

/* is calculated and normalized the bias in the

attribute */

16 float biasAttribute = ((max - min)/max)*10;
/* if the bias is bigger than the threshold

defined by the user */

17 if biasAttribute > thdBiases then
18 biasedAtt.append(attribute, biasAttribute);
19 end
20 end
21 end
22 return (biasedAtt);
23 end

range of 100:1 to 10000:1. However, from the viewpoint of effec-
tive problem solving, lower class imbalances that make modeling
and prediction of the minority class a complex and challenging
task (i.e. in the range of 50:1 and lower) are considered high class
imbalance by domain experts [21].

In our case, the variable thdCategorical is a number that
represents the maximum percentage of the total elements of the
table to be considered a categorical attribute. An attribute is
categorical when it can only take a limited number of possible
values. The default threshold for this variable has been defined
heuristically, setting the value of this variable to 5% (0,05). This
threshold enables us to discover categorical attributes within the
data, even when a schema is not available, such as with NoSQL
databases or file-based systems.

Moreover, the variable thdBiases is a number between 0 and
10 that establishes the admissible bias ratio of the attributes (being
0 equally distributed and 10 very biased). The bias ratio represents
the relationship between the values that appear the least and
most in an attribute. Therefore, adjusting this variable, users
may limit when an attribute is considered biased, i.e. when the
difference between the most and least common value is decisive
for them. We propose 8 as default value. Therefore, if the most
common value has 8 times or more the representation of the least
common value, then it will be considered as highly biased.

Finally, the output of this algorithm will be biasedAtt, a list
with the information about each attribute and its bias ratio.

The algorithm will be executed for each table used for the
visualization (line 1). For each table, it stores the number of rows
from the table in the variable RN (lines 5-6). Then, the attributes
of the table are included in the variable attributes (line 7). For
each attribute in the list (line 8), a ResultSet rsGroupAttr with
the number of repetitions of each different value is stored (line
10). In (lines 11-12), the number of distinct values of this attribute
is calculated and stored in RND. Afterwards, the algorithm eval-
uates whether this attribute is categorical or not (line 13). An
attribute is considered categorical when the number of distinct
values of this attribute (RND) is be lower than the number of
rows from the table (RN) multiplied by the categorical threshold
defined earlier (5%) thdCategorical. If this comparison is ful-
filled, the values that have the highest (max) (line 14) and lowest
(min) (line 15) representation are extracted from the ResultSet
rsGroupAttr that contains the number of times that each differ-
ent value of the attribute appears. Then, the bias of each attribute
is calculated and normalized in biasAttribute (line 16) using the
following formula:

𝑚𝑎𝑥 −𝑚𝑖𝑛

𝑚𝑎𝑥
∗ 10 (1)

We have used Min-Max normalization because it guarantees
that all attributes will have the exact same scale and highlights
outliers. This is a desirable characteristic in our case, since de-
tecting the existence of these outlier biases and warning the user
is one of our main goals. With this normalization, we will have
a ratio for each attribute in biasAttribute that will provide an
indication in the 0 to 10 range how biased is the attribute, 0 being
equally distributed and 10 very biased.

If the biasAttribute is bigger than the threshold thdBiases
(line 17), it means that the attribute has a considerable bias that
should be analyzed. Then, the name of the attribute and the bias
ratio of the attribute previously calculed in biasAttribute will
be stored in biasedAtt (line 18). Therefore, when the algorithm
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concludes, the variable biasedAttwill contains a list of attributes
with their bias ratio.

6 PERFORMANCE ANALYSIS
In order to do an implementation of the experiment, we have
downloaded the Fire Department Calls for Service dataset from
[1] where we have get an 1,75 GB file.

We have chosen Apache Spark [3] to process this file because
its speed, ease of use, advanced and in-memory analytical capa-
bilities. Specifically we have used as a development environment
Apache Zeppelin [4] 0.8. The configuration is as default.

We have run the experiment on a single laptop with the fol-
lowing characteristics: Intel Core i5 CPU M 460 @ 2.53GHz × 4,
HDD at 7200 rpm, 6GB of RAM and OS: Ubuntu 16.04 LTS.

Although in the definition of Algorithm 1 we establish con-
nections with the database, since we are running the algorithm
on Spark this is not necessary, loading the dataset into the frame-
work using a load instruction instead. We have loaded the Fire_
Department_Calls_for_Service.csv into the variable dfCalls and
we run the following queries as part of the algorithm:

(1) Number of rows from the table: dfCalls.count()
(2) List of attributes from the table: dfCalls.columns
(3) Number of distinct values from each attribute:

dfCallsG = dfCalls.groupBy(attribute).count()
dfCallsG.count()

The execution times of our approach over a 5.1 millions of
rows and including all the passes to process the 34 columns of the
dataset (1,75 GB) are: 46 seconds to be load the data table. Query
1 takes 27 seconds. Query 2 is executed in under 1 second and
finally, Query 3 takes 993 seconds. Therefore, the time required
to run Algorithm 1 in this experiment is a total of 1066 seconds,
i.e. 17 minutes and 46 seconds.

7 CONCLUSIONS AND FUTUREWORK
Data bias is becoming a prominent problem due to its impact in
data analytics and AI. Current solutions focus on the problem
from an AI outputs perspective, centering their efforts in con-
straining the model to re-balance the data at hand. The side effect
is that the datasets are altered without understanding whether
there is a problem at the data gathering step or the data is repre-
senting the actual distribution of the sample. In turn, potentially
important information about the nature of the data is lost, which
can have implications for interpreting the data and finding the
root causes of the original imbalance.

Compared to these solutions, in this paper we have presented
a Bias Detection Approach. Our proposal complements our previ-
ous works [14, 15] by including a novel algorithm that takes into
account the scope of the analysis, detects biases, and presents
them in a way that is understandable for users, including non-
expert ones. The great advantage of our proposal is that we
enable users to understand their data and make decisions con-
sidering biases from different perspectives without altering the
dataset. Furthermore, all users may benefit from the reduction in
time required to inspect and understand existing biases within
their datasets, while at the same time they avoid biases going
unadverted with the problems that it entails.

As a part of our future work, we are continuing our work on
new techniques to present biased attributes with a high number
of categories. We are also applying our approach to unstructured
data and including analytic requirements as an input to estimate
the impact of data biases for each particular user.
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Transferencia de tecnoloǵıa
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Desarrollos tecnológicos

La realización de la tesis doctoral en colaboración con la empresa Lucentia
Lab ha brindado numerosas oportunidades al permitir poner en práctica,
a través de proyectos industriales y de innovación tecnológica, el marco
teórico desarrollado. Por un lado, testeando e implantando algunas de las
soluciones desarrolladas en proyectos con clientes finales, por otro, posibi-
litando el desarrollo tecnológico de herramientas basadas en los art́ıculos
cient́ıficos desarrollados en el núcleo teórico la tesis doctoral.

En esta sección se presenta la herramienta Grafik, cuya propiedad inte-
lectual ha sido registrada por el Servicio de Transferencia de Resultados de
Investigación de la Universidad de Alicante y en el momento de la redac-
ción del presente documento se está elaborando el contrato de explotación
de licencia por parte de Lucentia Lab.
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10.1. Descripción de la herramienta

Grafik consiste en una aplicación web que permite visualizar de forma
automática y sencilla conjuntos de datos. El software interroga al usuario
acerca de los objetivos de su visualización (si quiere obtener una visión
global de sus datos, si está comparando, etc.) y analiza el conjunto de
datos elegido para sugerir las visualizaciones más adecuadas a la hora de
analizarlos. Comparado con otros programas como, por ejemplo Excel, el
software se basa en un proyecto de investigación [28, 26] que tiene como
uno de los puntos la definición de criterios para evaluar las bondades de
cada visualización. Además, tiene en cuenta los objetivos del usuario a
la hora de evaluar las visualizaciones posibles, lo cual no existe en otros
programas que se encuentran en el mercado actualmente.

El objetivo principal de esta herramienta CASE es que cualquier usuario
sin conocimientos de Bussines Intelligence o Big Data pueda crear y modi-
ficar cuadros de mando (dashboards) profesionales que aporten valor a sus
organizaciones, pudiéndose aśı beneficiar de las oportunidades que ofrece
el Bussines Intelligence antes de realizar grandes inversiones. Ofrece a los
usuarios un entorno fácil de usar, permitiendo delegar en el software deter-
minadas decisiones que de forma habitual realizan los analistas de datos.
Permite descubrir las bondades del análisis de datos antes de externalizar
el servicio, adquirir un software nuevo o contratar más personal.

10.2. Funcionalidades

Entre las funcionalidades que ofrece la herramienta podemos encontrar, co-
mo muestra la figura 10.1, la posibilidad de conectar el software a distintos
tipos de fuentes de datos.

Al seleccionar la fuente de datos donde se quiere realizar el análisis,
el sistema analiza dicha fuente y extrae información sobre las variables
que contiene, tal y como muestra la figura 10.2. El usuario solo tendŕıa
que arrastrar las variables que seleccione como variables dependientes y
no dependientes hacia su correspondiente cuadro. Además, seleccionaŕıa
mediante una serie de preguntas realizadas por el sistema el/los objetivo/s
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Figura 10.1: Configuración de la conexión a una fuente de datos

Figura 10.2: Selección caracteŕısticas de la nueva visualización

de la visualización y el tipo de interacción que desea tener con ella.
De esta manera, la información que necesita el sistema para derivar

automáticamente el mejor tipo de visualización se encuentra ya definida
con muy poco esfuerzo para el usuario.

Como muestra la figura 10.3, el siguiente paso es darle un estilo a la
visualización. El usuario tiene la posibilidad de elegir el formato del texto,
el fondo y la gama de colores que va a utilizar la visualización.

Una vez el estilo ha sido seleccionado y el sistema ya conoce la fuente de
datos y las necesidades del usuario, le propone los tipos de visualizaciones
que mejor se adaptan a sus necesidades, tal y como muestra la figura
10.4. El sistema recomienda los tipos de visualización que presentan mayor
idoneidad con los requisitos especificados, sin embargo también ofrece al
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Figura 10.3: Selección de estilo de la nueva visualización

Figura 10.4: Selección del mejor tipo de visualización

usuario la posibilidad de seleccionar otro tipo de gráfico aunque este no
sea el mas idóneo.

Finalmente, cuando el usuario selecciona el tipo de visualización que
desea utilizar, la visualización se crea de forma totalmente automática y
se incorpora al cuadro de mandos como muestra la figura 10.5, el cual
recogerá todas las visualizaciones que componen el análisis.

De esta forma, el usuario seguirá estos sencillos pasos para generar el
resto de visualizaciones que componen su cuadro de mandos, como muestra
la figura 10.6. Aśı pues, el usuario no experto en visualización de datos
será capaz de completar un dashboard anaĺıtico que le permita obtener
información de sus fuentes de datos de una forma guiada y muy sencilla.
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Figura 10.5: Visualización generada automáticamente

Figura 10.6: Cuadro de mandos con visualizaciones
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Caṕıtulo 11

Conclusiones

En los últimos años, el volumen de datos a analizar e interpretar está
aumentando exponencialmente, y el procesamiento y análisis de Big Data
se trata de uno de los principales temas de interés, tanto para investigadores
como para desarrolladores en entornos industriales.

Dentro de este amplio tema de investigación, la visualización de Big
Data ha generado un interés creciente, ya que el uso de unas visualizaciones
adecuadas es determinante para extraer información precisa de los datos
y aśı guiar a los usuarios de estas a tomar decisiones mejor informadas.
Es crucial poder ofrecer de una forma automática la visualización más
adecuada en función de las necesidades particulares de los usuarios finales
y de la naturaleza y caracteŕısticas de las fuentes de Big Data.

No obstante, encontrar las visualizaciones que mejor se adapten a un
contexto determinado es una tarea desafiante, especialmente cuando se
trabaja con Big Data. Y el problema se agrava cuando los usuarios no
son expertos en visualización de datos y no tienen una idea clara de los
objetivos para los que están construyendo las visualizaciones.

Por esta razón, en la presente tesis doctoral se han analizado las nece-
sidades actuales en la toma de requisitos para la generación de visualiza-
ciones y se ha presentado una metodoloǵıa para la automatización de la
toma de requisitos y la derivación automática de las visualizaciones más
adecuadas.

A continuación, detallamos los cuatro objetivos espećıficos planteados
en la tesis doctoral y los resultados que se han obtenido para alcanzar cada
uno de ellos.
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O1 - Definir una metodoloǵıa sistemática que permita derivar visuali-
zaciones orientadas a usuarios no expertos.

Metodoloǵıa completa, desde la definición de requisitos hasta
la implementación de visualizaciones.

O2 - Definir un marco de requisitos que permita especificar de manera
clara los objetivos anaĺıticos que se persiguen.

Formalización del modelo de requisitos de usuario y metamo-
delo para la especificación de objetivos anaĺıticos y la toma
de requisitos sobre la generación de visualizaciones.

Formalización del modelo de visualización de datos y meta-
modelo para la especificación de caracteŕısticas detalladas de
las visualizaciones.

Adaptación de los modelos para escenarios en tiempo real.

O3 - Automatizar la obtención de las visualizaciones a partir del marco
de requisitos definido.

Transformación automática de los requisitos tomados en los
modelos a conjuntos de visualizaciones reales agrupadas en
cuadros de mando.

Formalización del modelo de perfilado de datos para la ex-
tracción automática de caracteŕısticas de las fuentes de datos
utilizadas en las visualizaciones.

Desarrollo de una herramienta CASE que implementa el me-
jor tipo de visualización para unas caracteŕısticas especifica-
das por el usuario.

O4 - Aplicar y evaluar el impacto de las técnicas desarrollados en dis-
tintas áreas.

Aplicación del enfoque en distintos ámbitos, tales como ciu-
dades inteligentes y procesos de producción industrial.

Evaluación del enfoque mediante experimentos realizados so-
bre 97 participantes que confirman la validez de nuestra pro-
puesta demostrando que: (i) permite a los usuarios cubrir
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más cuestiones anaĺıticas; (ii) mejora el conjunto de visuali-
zaciones generadas; (iii) produce una mayor satisfacción ge-
neral en los usuarios.

En conclusión, considerando que se han cumplido todos los objetivos
espećıficos, es posible afirmar que el objetivo principal de la presente tesis
doctoral, especificado como: “definir una metodoloǵıa que agrupe una serie
de técnicas y aproximaciones para mejorar la comprensión visual de Big
Data” ha sido alcanzado. Por consiguiente, también se puede afirmar que
la hipótesis inicial de la presente tesis doctoral, definida como: “es factible
mejorar y sistematizar las aproximaciones actuales para la visualización de
Big Data” ha sido confirmada.
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Caṕıtulo 12

Trabajos futuros

A pesar de los resultados obtenidos en la presente tesis doctoral todav́ıa
es posible profundizar en distintos campos de esta ĺınea de investigación,
aśı como descubrir otras nuevas.

En primer lugar, se podŕıa profundizar la propuesta recomendando no
solo los tipos de visualización más adecuados, sino también proponiendo
unos valores en los ejes espećıficos para cada tipo de objetivo anaĺıtico, de
forma que una misma visualización pueda tener distintos valores en los ejes
en función del objetivo por el cual ha sido creada o qué tipo de usuario la
vaya a consultar.

Por otra parte, aunque nuestra propuesta es independiente del contexto
de aplicación, se podŕıa profundizar teniendo en cuenta otros sectores con
diversas necesidades, para comprobar si se cubren todas las necesidades
anaĺıticas o falta algún elemento por incorporar. En este sentido, todav́ıa
existe margen para ampliar la investigación en modelado de requisitos de
visualización, incluyendo aspectos no considerados en el marco de la pre-
sente tesis, tales como las visualizaciones colaborativas o profundizando en
otros como las visualizaciones compuestas.

En referencia a la herramienta para la generación automática de visua-
lizaciones y dashboards Grafik, se continúa depurando y se están incor-
porando los pasos previos en los que se defina el modelo de requisitos de
usuario, para que estos puedan no solo definir las visualizaciones necesarias
para alcanzar sus objetivos, sino medir el grado de su alcance.

Una vez la herramienta se encuentre completamente finalizada y testea-
da, se realizará una evaluación con nuevos participantes donde se medirá
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el grado de mejora aportado.
Finalmente, cabe destacar que el campo de la visualización de datos

es tan amplio y transferible que podŕıa aplicarse a otros sectores y abrir
prácticamente cualquier ĺınea de investigación. Una de esas nuevas ĺıneas
de investigación que estamos explorando actualmente, y en la cual nos
hemos querido centrar, es la detección de sesgos y cómo estos influyen en
los algoritmos de inteligencia artificial.

El aprendizaje automático se está incorporando cada vez más en más
sectores, y tanto un aprendizaje sesgado como un aprendizaje con datos re-
balanceados manualmente puede traer consecuencias nefastas. Esto ocurre,
por ejemplo, con los sesgos de género. Si en un cierto escenario entrenamos
el algoritmo con datos históricos, el algoritmo seguirá reproduciendo los
clásicos problemas de discriminación. Estudiar cómo incorporar ética en la
inteligencia artificial y cómo evitar sesgos discriminatorios en los algorit-
mos es un tema crucial.

Con este fin, estamos concluyendo la redacción de un art́ıculo cient́ıfico
que complementa el presentado en el caṕıtulo 9, en el que se propuso un
proceso para analizar visualmente cuánto de sesgada está cada clase de
un conjunto de datos. En esta nueva propuesta analizamos el impacto del
sesgo en distintos sectores y cómo afecta ello en la ejecución de diferentes
algoritmos de inteligencia artificial. Aśı, podemos recomendar a usuarios
no expertos en anaĺıtica y visualización de datos, cuándo es apropiado y
cuándo no alterar los conjuntos de datos para suavizar el sesgo en función
de los objetivos del análisis. Es de prever que este análisis se convierta en
un paso fundamental de cara al futuro conforme el aprendizaje automático
pase a ser una pieza básica del funcionamiento de nuestra sociedad.
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