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# Data representations for audio-to-score monophonic music transcription 

Miguel A. Román ${ }^{\text {a,* }}$, Antonio Pertusa ${ }^{\text {a }}$, Jorge Calvo-Zaragoza ${ }^{\text {a }}$<br>${ }^{a}$ U.I. for Computing Research, University of Alicante, Carretera San Vicente del Raspeig $s / n, 03690$ Alicante, Spain


#### Abstract

This work presents an end-to-end method based on deep neural networks for audio-to-score music transcription of monophonic excerpts. Unlike existing music transcription methods, which normally perform pitch estimation, the proposed approach is formulated as an end-to-end task that outputs a notation-level music score. Using an audio file as input, modeled as a sequence of frames, a deep neural network is trained to provide a sequence of music symbols encoding a score, including key and time signatures, barlines, notes (with their pitch spelling and duration) and rests. Our framework is based on a Convolutional Recurrent Neural Network (CRNN) with Connectionist Temporal Classification (CTC) loss function trained in an end-to-end fashion, without requiring to align the input frames with the output symbols. A total of 246,870 incipits from the Répertoire International des Sources Musicales online catalog were synthesized using different timbres and tempos to build the training data. Alternative input representations (raw audio, Short-Time Fourier Transform (STFT), log-spaced STFT and Constant-Q transform) were evaluated for this task, as well as different output representations (Plaine \& Easie Code, Kern, and a purpose-designed output). Results show that it is feasible to directly infer score representations from audio files and most errors come from music notation ambiguities and metering (time signatures and barlines).
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## 1. Introduction

Automatic music transcription (AMT) is a music information retrieval (MIR) task whose final goal is to extract a human-readable and interpretable representation (i.e., a music score), from an audio signal. A music score is a guide to

[^0]5 perform a piece of music, and it can be represented in different ways. The most extended representation is the modern staff notation used in common Western music, which can be encoded as symbolic data for computational purposes, namely a digital music score. Precise high-level musical information can be extracted from digital music scores, making them suitable to process, retrieve and classify music content (Corrêa \& Rodrigues, 2016). There are different digital music score formats such as Plaine \& Easie Code (Brook, 1965), Kern (Sapp, 2005) or MusicXML (Good, 2001), among others.

The most obvious application of AMT is to help a musician write down the music notation of a performance from its audio recording, which is a time-
15 consuming task when it is done by hand. Additionally, AMT can also be useful for other MIR tasks, such as plagiarism detection, artist identification, genre classification, real-time score following, music style transfer or accompaniment generation. In general, AMT enables symbolic music algorithms to analyze recorded music.

In a modern music score (Schobrun, 2005), sounds are represented by notes placed on a staff, which is made of 5 horizontal lines representing the flow of time. The vertical position of the note in the staff determines its pitch, and the shape of the note symbol determines its duration. Silence is represented by rest symbols, whose duration is also determined by its shape. A staff begins with
25 a clef symbol, which defines the pitch reference for the written notes. After the clef, a time signature determines the metric information or rhythm, and a key signature determines which note pitches must be altered according to the tonality of the musical piece. Based on the time signature, notes and rests are divided in measures of equal duration using barlines. Notes whose duration go beyond the current measure are joined with another note of the same pitch in the next measure using a curved line named tie. However this is only the basics, as a modern music score usually contains other information to indicate changes in dynamics (i.e., volume of the played notes) and tempo (i.e., duration of the played notes).

In order to extract a modern score from an audio signal, it is necessary to estimate the notes (with their pitch and duration) and the rests (duration) together with other symbols intended to aid the interpretation of the score, such as key signatures, metering information (time signature and barlines) and clefs. However, this is just the basic information since a score is also a mean of communication between the composer and the performer, in which the former expresses how the musical piece should be performed by the latter. Thus, a score also contains a myriad of symbols intended to affect the acoustic characteristics of the written notes (e.g., slurs, crescendo, rubato, pizzicato). The meaning of these symbols is vague and in some cases has changed over different periods (e.g., grace notes, tempo markings). As a score does not unequivocally represent a musical piece and vice versa, the output of any AMT system can only be an approximation of the score that a musician used to perform the recorded audio.

Experienced musicians are capable of writing down a score by listening to an audio recording, notwithstanding slight differences compared with the original score due to inherent notation ambiguities. Music students are initially trained
by transcribing monophonic scores (only one note playing simultaneously) in melodic dictations. The polyphonic scenario (many notes playing simultaneously) is much more complex and even some expert musicians are not able to transcribe full scores correctly.

In this work, we propose to focus on a hardly explored formulation, namely the Audio-to-Score (A2S) task, consisting of extracting a full score from the audio file in an end-to-end fashion. To the best of our knowledge, addressing audio-to-score transcription in one step is only found in our preliminary work (Román et al., 2019; Román et al., 2018), and in (Carvalho \& Smaragdis, 2017).

In (Román et al., 2018), the AMT problem is formulated as an automatic speech recognition (ASR) problem. Using monophonic (i.e., only one note playing simultaneously) audio as input, and a sequence of symbols (analogously to the spoken words) as outputs enables the application of several methods that were originally developed for ASR. In particular, (Román et al., 2019; Román et al., 2018) adopted the Convolutional Recurrent Neural Network architecture (Shi et al., 2017a), which is the same architecture employed by Deep Speech 2 (Amodei et al., 2015). The present approach extends the contents of (Román et al., 2018) by training the model with a much larger dataset ( 246,870 vs 71,400 ), using different instruments for the synthesis of the audio excerpts (in${ }_{70}$ stead of only piano), evaluating different input and output representations, and analyzing the nature of errors.

The main goal of this work is to find the most adequate input and output representations for this problem, as well as to design a proper neural network architecture to tackle the A2S task from these data.

## 2. Background

Even though the final goal of AMT is to provide a valid score out of an audio recording, most authors working on this task focus on one intermediate goal (Benetos et al., 2019), which is pitch estimation. AMT systems can be roughly classified into four categories (Benetos et al., 2019). 1) Frame-level AMT or pitch so estimation outputs the fundamental frequencies present at all time frames of the input audio. This is usually performed in each frame independently, although contextual information is sometimes considered in a post-processing stage. 2) Note-level (or note tracking) AMT not only estimates pitches in each individual frame, but also connects pitch estimates over time, producing a piano-roll representation as the output similarly to frame-level methods, but characterizing each note with pitch, onset and offset times. 3) Stream-level AMT goes one step further by clustering notes belonging to the same audio source characterized by its timbre. 4) Finally, notation-level AMT aims at the final goal of AMT, generating a human-readable score, which is the task addressed in the present work.

Regarding frame-level AMT, established algorithms such as SPICE (Gfeller et al., 2019) or YIN (de Cheveigné \& Kawahara, 2002) and its variants (such as probabilistic Yin (Mauch \& Dixon, 2014)) can obtain very reliable results for monophonic pitch estimation, which can be considered an almost solved

Although monophonic pitch estimation is a relatively simple task, the extraction of the full score out of the pitches is not trivial. Problems such as rhythmic quantization (i.e., note and rest durations, barline locations, time signature estimation) and pitch spelling (i.e., $\mathrm{G} \sharp$ vs. Ab ) are still open, notably if we consider the real duration of note symbols (e.g., $\downarrow \downarrow ⿰ 丿)$ ) is never the same from one composition to the other, and even from one performance to the other. Moreover, there can be different ways to represent the same audio content using ${ }_{40}$ the western score notation. These intrinsic challenges of monophonic notation-

Figure 1: Overview of notation-level automatic music transcription methods. Top: two-stage methods based on piano-roll estimation. Bottom: end-to-end methods based on deep neural networks and the object of this study.

level AMT are common to polyphonic notation-level AMT. Hence, some of the lessons learned in this work can be useful for future notation-level AMT works addressing polyphonic music.

Notation-level transcription can be divided into various sub-tasks, including pitch estimation, note tracking, pitch spelling, instrument recognition, rhythmic quantization and extraction of music dynamics. Each of these sub-tasks is very challenging on its own, even for trained musicians, leading many researchers to address AMT only as a frame or stream level estimation problem (Benetos et al., 2019; Cemgil et al., 2003).

As shown in figure 1, recent AMT methods that produce a notation syntax as output usually split the task into two main stages: they first convert the audio signal into the piano-roll representation, and in a second stage, they convert the estimated piano-roll into the final musical notation. Commercial software like Audioscore ${ }^{1}$ follows this two-stage approach. In this case the first stage is fully automatic, but the second stage requires human intervention to set the time signature and barlines manually. Nonetheless, this approach has some drawbacks, since a wrong detection in a given stage (such as the multi-pitch detection) can be propagated through the next processing stages (Román et al., 2019). This is the main motivation to use end-to-end methods, where pitches can be better predicted together with the time information and dynamics, and vice versa, thanks to the underlying music language model that can be learned from the training data.

All notation-level AMT methods, including both monophonic and polyphonic, suffer from two key limitations that hinder its progress. The first one is the scarcity of quality datasets. Even though there are many audio record-

[^1]Figure 2: Training data acquisition pipeline

ings with their corresponding scores, they are not aligned and, since they can not be split, samples are usually very long to fit the training of deep neural networks. Unlike Automatic Speech Recognition (ASR), there is no trivial way to break a continuous musical piece into smaller excerpts based on the score.

## 3. Data acquisition

As previously mentioned, one of the key limitations of notation-level AMT is the lack of quality datasets for training neural networks, namely a vast collection of musical excerpts of real audio data together with the corresponding aligned score in a textual format (e.g., MusicXML).

Our end-to-end approach has the advantage of not requiring audio frames aligned with the corresponding score notation symbol, which allows us to build our own dataset from existing digital scores by synthesizing the associated audio. Synthetic data is not optimal for training neural networks but it has been found ${ }_{185}$ an effective and inexpensive alternative in the absence of real data (Tremblay et al., 2018).

Figure 2 outlines the pipeline we developed to create our ground truth. Our data source is the Répertoire International des Sources Musicales (RISM) (RISM, 2017) online catalog, which contains more than 1 million music incipits, encoded in Plaine\& Easie Code (Brook, 1965) more commonly known as PAE format. In the Data Extraction block, we select a subset of more than 300.000 incipits and extract the PAE contents along with other metadata such as clef, key signature, time signature, and target instrument. The next two blocks in the pipeline are the Score Parsing block and the Audio Synthesis block. The The second key limitation is the lack of proper evaluation metrics that can measure how close two scores are from each other, apart from a character by character comparison. There are some attempts to develop evaluation metrics for notation-level AMT (e.g., (McLeod \& Steedman, 2018)), but they are still far from becoming a de facto standard that allows a proper comparison between different methods. former removes multi-rests and grace notes, which will not be considered for this work, and discards scores with invalid format and with incorrect measure
lengths. The latter converts the resulting PAE files into MIDI by sequentially running the tools pae2kern and hum2mid available at the humdrum extra toolkit (Sapp, 2013).

The General MIDI program was based on the instrument metadata extracted from RISM and a random tempo between 80 and 120 is chosen to ensure variability in the note duration. Audio files were synthesized from MIDI files via FluidSynth with the default sound font (FluidR3 GM Bank) at $22,050 \mathrm{~Hz}$ sampling rate and compressed to mono FLAC audio format to reduce disk space while preserving the audio content in a lossless manner.

After this initial processing stage, we ended up with 313,493 samples of FLAC (input) and PAE (output) files, which will form our training data. Aiming at curating the dataset, the Filtering block in Figure 2 filters out those samples that do not have their clef in [G2, F4, C1, C3, C4], their key signature in [0-5 sharps, 0-5 flats], their time signature in $[4 / 4,2 / 2,3 / 4,2 / 4,3 / 8,6 / 8,9 / 8,12 / 8$, $6 / 4,4 / 2,3 / 2]$, their note and rest durations in $[1,1 / 2,1 / 4,1 / 8,1 / 16,1 / 32]$ (including dotted versions), or their note pitches in the [C2-B6] range. The samples removed by this filter are music notation outliers, extremely rare music scores that are not sufficiently represented in our data.

Additionally, we discarded samples containing double dots, double flats, double sharps, measure repetitions, and PAE rhythmic patterns, as well as samples that change the initial clef/key/time signatures. And lastly, we also discarded audio samples longer than 18 seconds and those with a high number of output symbols per second, to guarantee a minimum 1:1 ratio between input frames and output symbols required for CTC loss function.

After this final filtering stage, we ended up with 246,870 samples that were randomly divided into training ( $70 \%$ ), validation ( $15 \%$ ) and test ( $15 \%$ ) sets. The same sets were used for all the experiments to ensure results can be compared across all input/output representations and models.

## 4. Data representation

Under this end-to-end scenario, the input of the proposed model is a sequence of audio frames, and the output is a sequence of text characters representing the score. Given the nature of our approach, we intend to analyze the impact of the data representation with regards to both input and output formats. In the following sections, we describe the different alternatives that we have considered.

### 4.1. Inputs

All input representations were obtained from an audio waveform sampled at $22,050 \mathrm{~Hz}$, and they apply the same window stride to ensure that input sequences have equal length regardless of its representation.

- Raw audio. Raw waveforms were directly used as input by adding SincNet (Ravanelli \& Bengio, 2018) as the first layer of the model. SincNet layer extracts audio features from waveforms by discovering meaningful

Figure 3: Example of score encoding to the output representations we considered.


CTC-friendly encoding
\$t (d5- | g5- d5- d5! ,-f\#5- g5- e5- | e5- d5- d5! ,-f\#5- g5- e5- । e5 $=\mathrm{d} 5=\mathrm{c} \# 5=\mathrm{d} 5=\mathrm{d} 5$ ! , ! g5! |

PAE-based encoding
G-2 xF 4/4 8''D / G D 4D 8-F GE/E D 4D 8-F GE / 6E D xC D 4D - G /
Kern-based encoding
G-2 xF 4/4 8dd = 8gg 8dd 4dd 8r 8ff\# 8gg 8ee $=8 \mathrm{ee} 8 \mathrm{dd} 4 \mathrm{dd} 8 \mathrm{r} 8 \mathrm{ff} \mathrm{\#} 8 \mathrm{gg} 8 \mathrm{ee}=$ $16 \mathrm{ee} 16 \mathrm{dd} 16 \mathrm{cc} \# 16 \mathrm{dd} 4 \mathrm{dd} 4 \mathrm{r} 4 \mathrm{gg}=$
filters for our problem. SincNet is based on parameterized 'sinc' functions, which implement band-pass filters whose coefficients (low and high cutoff frequencies) are learned during training. A set of 144 filters were used with a window length of 2048 samples and a window stride of 512 samples. A Hamming window was selected to control spectral leakage after applying the filters. The initial filter coefficients were initialized with Mel-scaled bins across the valid frequency range (from 0 to Nyquist).

- STFT. The magnitude spectrogram from the Short Time Fourier Transform was also evaluated, using a Hamming window of 2048 samples and hop size of 512 samples.
- LogSTFT. A log-spaced filter bank was applied to the previous STFT to get 24 bins per octave, starting from C2 and extending across 6 octaves.
- CQT. Constant-Q transform (Schörkhuber \& Klapuri, 2010) spectrogram, using 24 bins per octave, starting from C 2 and extending across 6 octaves. In this type of spectrogram, the window size is variable in order guarantee the same resolution in the frequency axis at the cost of penalizing the resolution in the time axis. However, the hop size is constant and set to 512 samples in order to ensure the same number of frames as the previous representations.


### 4.2. Outputs

Different output representations were obtained from the original input incipits encoded in standard PAE format. Figure 3 shows an example of a score excerpt and how it was encoded to the 3 output representations we considered.

- CTC-friendly This is a semantic notation we created to ease Connectionist Temporal Classification (CTC) decoding, explained in more detail in the following section. It is formed by a sequence of words, separated by spaces,
of one of these types: clef, key signature, time signature, barline, rest, note, tie. A single-character word was used to encode clef, key signature, time signature, barline and tie. Multiple characters were used to encode notes, including the pitch spelling (e.g., $a \sharp 4, \mathrm{c} 2, \mathrm{~b} b 3$ ) followed by one character to encode the canonical duration, plus the standard notation dot character to extend the duration when needed. Explicit sharp and flat notes were encoded regardless of key signature or measure accidentals. Rests were encoded using one special symbol followed by the same duration encoding used for notes. The alphabet size is 52 characters, and the average word size is 2.53 characters.
- PAE-based This notation is based on the PAE (Brook, 1965) format with the following changes to match the requirement of our output sequences: 1) clef, key signature and time signature were encoded following the PAE format and placed at the beginning of the incipit without their special characters and always in the same order; 2) notes, rests, ties, and barlines were split by spaces; 3) note/rest modifiers (i.e., octave, duration, accidental) were placed right before the first note or rest that they affect to; 4) note modifiers always follow this precedence: duration, octave, accidental; 5) there are implicit sharp and flat notes based on the key signature and measure-bound accidentals. The alphabet size is 24 characters and the average word size is 1.87 characters.
- Kern-based This notation is based on the Humdrum (Huron, 1995) Kern format, which represents music in lines of tab-separated columns. Each line represents an instant of time where one or more note onsets exist, whereas each column, or spine in Humdrum's nomenclature, represents a different pentagram or voice in a score. As we are dealing with monophonic excerpts, our kern files have one spine only. We take advantage of this fact to create a one-line representation of the score by replacing the carriage return characters with spaces. Moreover, we make the following changes to match our output sequence format: 1) clef, key signature and time signature were encoded as described in the previous PAE format section; 2) comment records and interpretation records were removed; 3) middle notes of ties do not have any special character. Only the initial and final tie characters (i.e., '[' and ']') were considered and they were placed next to the affected notes; 4) there are explicit sharp and flat notes regardless of key signature or measure-bound accidentals. The alphabet size is 31 characters and the average word size is 2.64 characters.


## 5. Method

We built our architecture based on (Román et al., 2018), which is an improved version of the Convolutional Recurrent Neural Network (CRNN) trained with Connectionist Temporal Classification (CTC) loss function.

### 5.1. Training

Convolutional neural networks can be trained through gradient descent using the well-known Back Propagation algorithm. RNN networks can be trained similarly using Back Propagation Through Time (Williams \& Zipser, 1995).
340 Therefore both the convolutional and recurrent blocks of a CRNN can be jointly trained by providing audio files annotated at the frame level.

In this work, we follow an end-to-end approach, which means that for each audio file we only provide its corresponding target transcription of score symbols, without any kind of explicit information about its segmentation into
frames. A CRNN can be uniformly trained without this information by using the Connectionist Temporal Classification (CTC) loss function (Graves et al., 2006). The CTC training procedure is a form of Expectation-Maximization, similar to the backward-forward algorithm used for HMM training (Rabiner \& Juang, 1993), that distributes the loss among all the frames to locally maximize Eq. 1 with respect to the ground-truth sequence.

To improve convergence and prevent overfitting, Batch Normalization layers (Ioffe \& Szegedy, 2015) are also added between any other layer excluding the input and output layers.

### 5.2. Decoding

For solving Eq 1, the most likely symbol is computed for each input feature vector of the recurrent block $j$ :

$$
\begin{equation*}
\hat{\sigma}_{j}=\arg \max _{\sigma \in \Sigma \cup\{\epsilon\}} P(\sigma \mid \mathbf{x}, j), \quad 1 \leq j \leq J \tag{3}
\end{equation*}
$$

Then, an approximately optimal sequence of musical symbols is obtained as $\hat{\mathbf{s}} \approx \mathcal{F}(\hat{\sigma})$, where $\hat{\sigma}=\hat{\sigma}_{1} \ldots \hat{\sigma}_{J}$ and $\mathcal{F}: \Sigma^{\prime \star} \rightarrow \Sigma^{\star}$ is a function which first merges all the consecutive characters such that $\hat{\sigma}_{j}=\hat{\sigma}_{j-1}$ and then deletes all the non-character symbols $\left(\sigma_{j}=\epsilon\right)$ (Graves et al., 2006). This is known as greedy decoding.

In our work, we replaced greedy decoding with CTC-based beam search decoding, which applies beam search algorithm to find the n-best paths with one particularity: when exploring new paths, if two or more of them lead to the same sequence (after merging consecutive characters and deleting the noncharacter symbol), they are grouped into a single path and their probabilities are added up. After all frames are decoded, the path with the highest probability is chosen as the output sequence.

### 5.3. Implementation details

In order to adapt the topology for the different input/output configurations and improve the accuracy, we made the following changes to the model described in (Román et al., 2018).

First, we adapted the convolutional stage depending on the input representation to ensure the same number of features per frame in the recurrent stage, and we also reduced the size of the filters to increase the resolution in the frequency and time axis. Table 1 summarizes the convolutional stage hyperparameters we selected following this rationale.

In addition, zero-padding was applied not only at the input layer (to match the length of the largest sequence of the batch), but in the same manner at the output of all the layers of the convolutional stage.

For the raw waveform input representation only, we added an extra filter bank layer before the convolutional layers with learnable filter bands, based on (Ravanelli \& Bengio, 2018), and changed 2D convolutions by 1D convolutions 5 . The reason behind this change is to give freedom to the model to learn filters that might not be adjacent in the frequency axis.

Table 1: Convolutional layers hyper-parameters based on input representation.

| Input | Number of Filters | Kernel Size | Stride |
| :--- | :--- | :--- | :--- |
| Raw | 2048,2048 | 3,3 | 1,1 |
| STFT | 8,8 | $9 \times 3,3 \times 3$ | $2 \times 1,1 \times 1$ |
| LogSTFT | 16,16 | $3 \times 3,3 \times 3$ | $1 \times 1,1 \times 1$ |
| CQT | 16,16 | $3 \times 3,3 \times 3$ | $1 \times 1,1 \times 1$ |

Figure 4: CRNN with spectrogram input.


Finally, we also reduced the number of recurrent layers from 3 to 2 , in- creased the number of hidden units from 1,024 to 1,536 and replaced Gated Recurrent Units (GRU) with LSTM cells. We made all these changes after trying different values and finding a trade-off between reasonable performance and computational cost.

Figure 4 depicts the high level CRNN architecture used for spectrogrambased input representations and 5 depicts its counterpart for raw waveform input representation.

In order to produce comparable results for all the training models, we used the same set of samples for the training, validation and test. With the same motivation, we set the same training hyper-parameters summarized in table 2 .

| Table 2: Selected hyper-parameters for all the models. |  |
| :--- | :--- |
| Batch size | 20 |
| Epochs | 25 |
| Optimizer | SGD with Nesterov |
| Learning rate | 3e-4 |
| Momentum | 0.9 |
| Learning rate annealing | 1.1 |

 (e.g., notes) should be manually edited by a musician to fix the output score, while CER does not provide a direct relationship between errors and musical symbols.

Additionally, we also used the evaluation metrics of (Nakamura et al., 2018b) in order to provide a reference for AMT readers who are knowledgeable of

Table 3: Word Error Rate (WER) / Character Error Rate (CER) using different inputs and outputs.

|  | Raw | STFT | LogSTFT | CQT | Average |
| :--- | :---: | :---: | :---: | :---: | :---: |
| CTC | $12.18 / 3.94$ | $10.29 / 3.24$ | $\mathbf{9 . 9 6} / \mathbf{3 . 1 5}$ | $10.59 / 3.32$ | $10.76 / 3.41$ |
| PAE | $11.65 / 4.82$ | $11.11 / 4.53$ | $11.08 / 4.51$ | $11.10 / 4.53$ | $11.24 / 4.60$ |
| Kern | $12.10 / 4.57$ | $11.53 / 4.22$ | $11.31 / 4.15$ | $11.29 / 4.18$ | $11.56 / 4.28$ |
| Average | $11.98 / 4.44$ | $10.98 / 4.00$ | $10.78 / 3.94$ | $10.99 / 4.01$ |  |

existing note-level AMT methods, even though our work belongs to the notationlevel AMT category. These evaluation metrics also provide an alternative way to compare our experiments beyond using WER and CER. The total number of notes in the ground truth is denoted by $N_{G T}$, that of estimated notes by $N_{\text {est }}$. The number of notes with pitch errors is denoted by $N_{p}$, that of extra notes by $N_{e}$, and that of missing notes by $N_{m}$. The number of matched notes is defined as $N_{\text {match }}=N_{G T}-N_{m}=N_{e s t}-N_{e}$. Then we define the pitch error rate as $E_{p}=N_{p} / N_{G T}$, extra note rate as $E_{e}=N_{e} / N_{e s t}$, and missing note rate as $E_{m}=N_{m} / N_{G T}$. Onset/offsets errors are also reported in (Nakamura et al., 2018b). As we are dealing with note durations instead of onsets/offsets, we include an alternative error metric $E_{d}$ which is calculated similarly to the pitch error $E_{p}$ but using note duration errors, denoted by $N_{d}$. Thus, we define the duration error rate as $E_{d}=N_{d} / N_{G T}$.

### 6.2. Results

Table 3 shows the WER and CER metrics for all the combinations of input and output representations, measured on the test set using the CTC beam search decoding with 10 search paths. Concerning the input signal, it can be observed that spectrogram-based representations perform similarly, whereas a raw input representation provide significantly worse results. With respect to the output representation, CTC-friendly reports the best results on average, whereas both PAE and Kern-based output representations perform similarly, with a slightly worse performance. According to these results, the best combination is that of LogSTFT input with CTC-friendly output, that yields 9.96 and 3.15 of WER and CER, respectively.

The results of applying (Nakamura et al., 2018b) evaluation metrics as explained in the previous section are reported in Table 4. As can be noted, CTCfriendly output representations score the lowest in all error categories. However, the choice of the input representation hardly affects the magnitude of errors for any given output representation.

Overall, extra note errors $\left(E_{e}\right)$ are very scarce in all scenarios, which is expected for monophonic transcription, and duration errors $\left(E_{d}\right)$ are notably higher when considering rests as well as notes. PAE-based output representations exhibit the worst pitch error $\left(E_{p}\right)$ and duration error $\left(E_{d}\right)$, which makes

| Table 4: Note-level transcription errors for different inputs and outputs. |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $E_{p}$ | $E_{m}(+$ rests $)$ | $E_{e}(+$ rests $)$ | $E_{d}(+$ rests $)$ |
| Raw + CTC | 0.50 | $0.61(0.67)$ | $0.12(0.13)$ | $1.19(1.49)$ |
| Raw + PAE | 1.74 | $0.70(0.78)$ | $0.42(0.40)$ | $2.27(2.56)$ |
| Raw + Kern | 1.32 | $1.23(1.34)$ | $0.23(0.22)$ | $1.20(1.46)$ |
| STFT + CTC | 0.42 | $0.32(0.35)$ | $0.09(0.09)$ | $0.76(1.06)$ |
| STFT + PAE | 1.50 | $0.48(0.52)$ | $0.15(0.14)$ | $1.41(1.72)$ |
| STFT + Kern | 1.07 | $0.84(0.90)$ | $0.16(0.15)$ | $0.81(1.10)$ |
| LogSTFT + CTC | 0.44 | $\mathbf{0 . 2 5 ( 0 . 2 8 )}$ | $0.09(0.08)$ | $\mathbf{0 . 7 1}(\mathbf{1 . 0 4 )}$ |
| LogSTFT + PAE | 1.49 | $0.48(0.53)$ | $0.17(0.16)$ | $1.36(1.70)$ |
| LogSTFT + Kern | 1.12 | $0.86(0.93)$ | $0.16(0.15)$ | $0.82(1.11)$ |
| CQT + CTC | $\mathbf{0 . 4 0}$ | $0.38(0.44)$ | $\mathbf{0 . 0 8}(\mathbf{0 . 0 8 )}$ | $0.78(1.08)$ |
| CQT + PAE | 1.53 | $0.47(0.50)$ | $0.15(0.15)$ | $1.52(1.83)$ |
| CQT + Kern | 1.16 | $0.73(0.77)$ | $0.15(0.15)$ | $0.84(1.16)$ |

sense considering the implicit duration, octave, and accidentals for most notes in this particular representation. On the other hand, Kern-based output representations score the worst missing notes errors $\left(E_{m}\right)$, due to the higher number of symbols required to represent a note.

For a better comparison of the evaluated input/output representations, we group notation-level transcription errors into 8 categories that are shown in Table 5.

As can be seen, highest errors are related to Barline and TimeSig, which is expected as many incipits do not contain enough contextual information to properly predict them. We should notice here that audio is not synthesized with dynamic expression, thus without accents indicating strong and weak beats inside a measure, which also hampers the estimation of metric information. For spectrogram-based input representations, CQT has considerably higher Barline and TimeSig error rates, which indicates that the variable window size used to create this kind of spectrogram is negatively affecting the time-based predictions as expected (i.e., CQT improves frequency resolution at the expense of lower time resolution).

Focusing on the output representation, Kern-based has the highest Format and Tie errors, which suggests that its higher verbosity and the different way to represent ties (i.e., tie character is added to each note instead of being an independent word between notes) are more difficult to learn. On the other hand, CTC-friendly representation displays the lowest Note errors of all, while PAEbased again exhibits the highest Note errors, which is explained by the way it encodes notes with implicit modifiers (i.e., whenever a note modifier such as the change of duration is incorrectly predicted, it will very likely affect the prediction of multiple subsequent notes). Nonetheless, PAE-based output representation has the lowest Format errors, due to having the smallest alphabet size. Based on Format errors, the addition of a language model to the CTC decoding stage seems a very promising approach to increase accuracy.

Regarding Clef, KeySig and TimeSig errors, CTC-friendly generally shows

Table 5: Transcription errors by category for different inputs and outputs. Clef, KeySig and TimeSig represent the prediction errors of the single word representing clef, key signature and time signature, respectively. Note shows the errors in the prediction of note pitch and duration, plus errors of missing and extra notes, whereas Rest represents the errors of rest duration, plus errors of missing and extra rests. Barline shows the errors in barline location, based on the predicted time signature. Finally, Tie accounts for invalid ties in the predicted score, and Format represents the formatting errors present in the output representation.

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Clef | KeySig | TimeSig | Note | Rest | Barline | Tie | Format |
| Raw + CTC | 19.93 | 13.38 | 38.07 | 2.41 | 5.74 | 32.27 | 10.03 | 0.79 |
| Raw + PAE | 21.20 | 14.53 | 38.47 | 5.12 | 7.07 | 31.60 | 5.84 | 0.38 |
| Raw + Kern | 22.53 | 14.39 | 38.92 | 3.96 | 6.58 | 33.38 | 43.93 | 1.25 |
| STFT + CTC | $\mathbf{1 9 . 7 4}$ | 13.74 | 37.99 | 1.58 | $\mathbf{4 . 7 4}$ | 28.93 | 11.97 | 0.51 |
| STFT + PAE | 21.91 | 13.31 | 38.50 | 3.53 | 5.59 | 30.50 | $\mathbf{4 . 6 5}$ | 0.38 |
| STFT + Kern | 21.02 | 14.03 | 39.74 | 2.88 | 5.46 | 34.65 | 39.59 | 0.93 |
| LogSTFT + CTC | 19.98 | $\mathbf{1 3 . 2 6}$ | 37.81 | $\mathbf{1 . 4 8}$ | 4.93 | $\mathbf{2 8 . 0 4}$ | 8.45 | 0.47 |
| LogSTFT + PAE | 21.48 | 13.59 | 38.15 | 3.50 | 6.08 | 29.91 | 4.74 | 0.35 |
| LogSTFT + Kern | 21.41 | 13.95 | 39.55 | 2.95 | 5.58 | 31.54 | 36.04 | 0.95 |
| CQT + CTC | 20.27 | 13.33 | $\mathbf{3 6 . 7 4}$ | 1.65 | 4.96 | 32.41 | 16.95 | 0.72 |
| CQT + PAE | 20.58 | 14.01 | 38.09 | 3.65 | 5.72 | 31.19 | 4.84 | $\mathbf{0 . 3 3}$ |
| CQT + Kern | 21.75 | 14.01 | 39.74 | 2.88 | 5.50 | 33.96 | 33.21 | 0.88 |

Table 6: WER and CER of test samples split by instrument type using the best model.

|  | WER | CER | Samples |
| :--- | :--- | :--- | :--- |
| Piano | 10.20 | 3.26 | 20961 |
| Harpichord | 11.45 | 3.50 | 1508 |
| Organ | 12.05 | 4.04 | 2020 |
| Strings | 9.60 | 3.06 | 10293 |
| Winds | 11.08 | 3.65 | 1938 |

better results, suggesting that the minimal character encoding for these symbols benefits its prediction accuracy. Overall, KeySig error rates are significantly lower than Clef error rates, hinting a higher correlation between note spellings and key signature than between note spellings and clef.

Figure 6 depicts the distribution in absolute terms of transcription errors based on its category for each input/output representation. We notice a very similar distribution regardless of the input representation, being Barline and TimeSig the most prominent source of errors in all cases. Note errors are also high due to the fact that they are the most frequent symbol of every score. This figure also illustrates the highest proportion of Note errors for PAE-based representation and Format/ Tie errors for Kern-based representation, as we previously noticed.

Finally, we have also measured WER and CER for different types of instruments using our best model (i.e., logSTFT and CTC-friendly), as shown in table 6. These results reveal small differences in error rates, which suggests that the model can learn to transcribe multiple timbres with little effect on performance. No further comparative analysis can be derived from these results, since instruments are not equally represented in our test set.

Figure 6: Distribution of transcription errors by category for each input and output representation


## 7. Conclusions and Future Work

Although monophonic pitch estimation is considered an almost solved problem, producing a human-readable score from monophonic audio still presents some challenges we are addressing in this work. Our Audio-to-Score task goes one step beyond more traditional AMT systems based on pitch estimation, by also learning other musical information such as note duration, rests, clef, key signature, time signature, barlines, and ties.

In this work, we analyzed different input/output representations to perform notation-level AMT in an end-to-end manner using Convolutional Recurrent Neural Networks. For this, 246,870 incipits from RISM were synthesized using different timbres and random tempos, and the raw audio, STFT, LogSTFT and CQT were extracted to be used as input. To encode the music score in a textual format, PAE, Kern and a designed CTC-friendly language were considered. Different configurations of the CRNN were experimentally tuned for each input and output representation.

We tested this framework for all input and output combinations, performing a thorough error analysis to bring a comparative evaluation. The best results were obtained using logarithmic STFT as input and CTC-friendly as output format, which can be converted with simple symbol manipulations to Kern or

PAE, making it a valid language to represent a music score. The comparative evaluation shows that using a proper representation of data can lead to shorter training cycles and lower error rates.

We classified prediction errors based on their musical meaning, i.e., clef, time signature, key signature, note pitch, note duration, rest, barline location, tie, and format errors. We observed that time-related symbols have the highest error rates, including barline location, time signature and note/rest duration, in that specific order.

In general, these results are promising to build a practical application for musicians that performs monophonic A2S music transcription, considering that approximately $10 \%$ of the predicted symbols require manual editing to yield the correct score. However, it is still not clear how these results would translate to polyphonic music. AMT for polyphonic music is still an open problem, but as Natural Language Processing thrived just by scaling up end-to-end language models, we believe AMT could experience a similar leap of progress once we procure sufficient amount of data and build music language models that can be trained with very long audio sequences.

Future work includes adding a language model to the decoder, which is expected to boost the performance by ensuring the output is syntactically and gramatically correct, thus making it suitable to render a valid graphic score with a music engraving software like Verovio (Swiss RISM Office, 2017). In addition, we plan to validate this framework with polyphonic audio, as well as to evaluate alternative neural network architectures such as seq2seq auto-regressive models with attention mechanisms, which perform better in the analogous speech recognition task by predicting output characters conditioned to those already predicted, while CTC-based models assume statistical independence of output characters. Moreover, auto-regressive models allow output sequences longer than its corresponding input sequences (Sutskever et al., 2014), a key advantage for polyphonic music that requires much more characters than monophonic music to output a score, with the same number of audio frames.
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